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Stigler Committee on Digital Platforms: Policy Brief 
Luigi Zingales1 

Filippo Maria Lancieri2 
September 2019 

I. INTRODUCTION 

One of the key defining factors of the past decade is the rise of Digital Platforms (DPs), 
such as Google, Facebook, Amazon, Apple. As more and more of our economy and society 
moved online, these companies ascended from non-existent or nearly bankrupt in the early 2000s 
to join Microsoft as global behemoths, exceeding (as of August 2019) more than 4 trillion dollars 
in market capitalization.  

This meteoric rise is not surprising. These companies invented new products and services 
that revolutionized the way we work, study, travel, communicate, shop, and even date. In the 
process, they created trillions of dollars in consumer surplus. Nonetheless, recognizing the 
enormous gains brought about by these companies to date does not equate to saying that: (i) 
these gains will endure, especially if markets are no longer competitive; and (ii) there is no room 
for welfare gains by reducing some of the downsides brought about by them. Cars dramatically 
improved our way of life. Nonetheless, they also introduced new risks which demanded new 
laws and regulations. Traffic lights and roundabouts have not destroyed the benefits of cars, but 
they have dramatically reduced their negative impact on society.     

Whether it is the novelty of their product or the consumer surplus they created (or both), 
so far these companies have largely avoided any regulation. In the past few years, however, as 
the number of scandals involving DPs increased, concerns about their unchecked power started 
to emerge. These concerns were not limited to economic aspects (are these companies moving to 
prevent any competition?) or privacy (are we in an age of surveillance capitalism?). They include 
the impact DPs have on our political arena and democratic values: Are they helping promote hate 
and/or are they a threat to the working of our democratic system?   

As these important discussions multiplied, so did the proposals to intervene. Abroad, 
these proposals were the result of government-appointed committees—from the EU to the UK or 
Australia. In the United States—where no government committee was formed—the proposals 
were reactions to the perceived threat posed by DPs, with little to no analysis of the underlying 
root problems, let alone a link between market failures and remedies.     

To fill this void, the George J. Stigler Center at the University of Chicago Booth School 
of Business decided to organize an independent Committee on Digital Platforms. The Committee 
brought together a group of more than 30 highly qualified, independent academics and 
                                                 
1 Robert C. McCormack Distinguished Service Professor of Entrepreneurship and Finance, and Charles M. Harper 
Faculty Fellow, University of Chicago Booth School of Business. Director, George J. Stigler Center for the Study of 
the Economy and the State. 
2 Fellow, George J. Stigler Center for the Study of the Economy and the State. JSD Candidate, University of 
Chicago Law School. 
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policymakers3 from different disciplines to think holistically about how DPs impact: (i) the 
economy, (ii) privacy and data security, (iii) the news media industry, (iv) the functioning of our 
democracy.  

For over a year, the members of each subcommittee dedicated a significant amount of 
time to develop a set of cohesive, independent studies on how DPs impact modern society. Draft 
versions of each subcommittee’s white paper were featured at the Stigler Center’s 2019 Antitrust 
and Competition Conference, which brought together more than 130 highly regarded academics 
and policy experts to discuss these topics.4 At the conference, each white paper received detailed 
feedback by two independent commentators representing different points of view, along with 
more general feedback from the audience. Overall, the studies presented herein represent the 
most comprehensive independent analysis of Digital Platforms to date.   

This Policy Brief, aimed at a non-specialized audience, summarizes the main concerns 
identified by these studies and provides a viable path forward to address the identified concerns.5  
It tries to do so in the least intrusive way possible. Section II presents the novel concerns raised 
by DPs. Section III describes the various policy solutions. Section IV concludes.   

II. SOURCES OF CONCERNS   

The term “Digital Platform” lacks a consistent definition—different companies may be 
characterized as a platform in different environments. For example, Google, Facebook, Amazon, 
Apple, and Microsoft raise different concerns regarding how their “bottleneck power” impacts 
the markets in which they operate. 6 Considerations on market power involve all five companies 
mentioned above. By contrast, considerations about the news media or democracy are more 
specific to companies such as Google and Facebook and—to a lesser extent—Twitter. For this 
reason, the focus of our analysis in this Brief will be primarily Google and Facebook.    

II.1 MARKET STRUCTURE/ANTITRUST 

Digital Platforms tend to monopolies: The markets where DPs operate exhibit several 
economic features that, while not novel per se, appear together for the first time and push these 
markets towards monopolization by a single company. These features are: i) strong network 
effects (the more people use a product, the more appealing this product becomes for other users); 
ii) strong economies of scale and scope (the cost of producing more or of expanding in other 
sectors decreases with company’s size);  iii) marginal costs close to zero (the cost of servicing 
another consumer is close to zero); (iv) high and increasing returns to the use of data (the more 
                                                 
3 See https://research.chicagobooth.edu/stigler/events/single-events/antitrust-competition-conference/digital-
platforms-committee.  
4 See the agenda for the 2019 ANTITRUST AND COMPETITION CONFERENCE - DIGITAL PLATFORMS, 
MARKETS, AND DEMOCRACY: A PATH FORWARD, available at 
https://research.chicagobooth.edu/stigler/events/single-events/antitrust-competition-conference  
5 For example, most of our reference footnotes are to accessible articles in the main press. The reports all have 
multiple technical references for more specialized audiences. 
6 Or their power to funnel user attention. Bottleneck power arises when “consumers primarily single-home and rely 
upon a single service provider.” For example, most sites depend on Google to receive traffic—hence saying that 
Google is a bottleneck in internet traffic.  

https://research.chicagobooth.edu/stigler/events/single-events/antitrust-competition-conference/digital-platforms-committee
https://research.chicagobooth.edu/stigler/events/single-events/antitrust-competition-conference/digital-platforms-committee
https://research.chicagobooth.edu/stigler/events/single-events/antitrust-competition-conference
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data you control, the better your product); and v) low distribution costs that allow for a global 
reach. This confluence of features means that these markets are prone to tipping; that is, they 
reach a point where the market will naturally tend towards a single, very dominant player (also 
known as “winner takes all markets”). An entrant will most likely be unable to overcome the 
barriers to entry represented by scale economies and data control, as they are difficult to achieve 
in a quick, cost-effective manner.   
When free is not necessarily good for consumers: DPs defend themselves by saying that, since 
most consumers do not pay for their services, how can they be hurt? This statement is incorrect 
in many ways. First, there is nothing special about a zero price—if the business is so successful, 
consumers could be charged a negative price to use Google (think of miles awarded for credit 
card use).7 Second, house buyers do not pay for their real estate broker out of their pocket, but 
that does not mean they do not pay for the service nor that they cannot be hurt by high real estate 
brokers’ commissions. Two-sided platforms, like real estate brokers, often charge more on one 
side to subsidize the other. In equilibrium, a higher real estate fee will be reflected in higher 
house prices, which will hurt buyers. The same is true for DPs like Facebook and Google. 
Second, only the monetary price consumers pay is zero. Consumers pay in kind, by transferring 
their data. Finally, market power may manifest itself through lower quality, lower privacy 
protection, less creation of new business/entry, less variety of political viewpoints, and, 
importantly, less investments in innovation. For example, a recent paper demonstrates how 
Facebook became much more aggressive in data collection after it faced less competition from 
MySpace.8 
Market power in ads can lead to monopolization in other markets: DPs can increase the 
prices paid by advertisers, many of them small businesses, diverting more and more income to 
platforms. Have you ever noticed how Amazon buys the ads for the search “Amazon” on Google 
despite it being the first organic result? This shows how much power Google has even over 
gigantic corporations. Through their power in the ads market, DPs can also block entry of 
potential competitors. For example, Facebook banned cryptocurrency ads on its platform just a 
year before announcing its entry in the crypto space with Libra.  

Consumer harm is greatest when market power is combined with behavioral biases: 
Consumers tend to stick with default options. If forced to choose, they opt for the most salient 
alternative. Highlighting an option in red or putting it in the first position nudges consumers in 
that direction. Google recognizes the power of defaults and pays Apple an estimated 12 billion 
dollars per year to be the default search engine on the iPhone.9 Manipulations are common even 
in brick-and-mortar shops, yet they are especially harmful when i) the manipulator knows a lot 
about the potential customers; and ii) there are limited (or no) alternatives, as is the case for most 
DPs. Framing, nudges, and default options can direct consumers to choices they regret. In 
addition, there is increasing evidence that many online products are designed to be as addictive 
                                                 
7 Indeed, Microsoft Rewards pays for searches using Bing, and a very small search engine plants trees the more 
someone searches. The fact that both companies cannot obtain market share from Google even in this context shows 
how high entry barriers are in search markets. See https://www.microsoft.com/en-us/rewards and 
https://info.ecosia.org/what.  
8 See Dina Srinivasan, “The Antitrust Case Against Facebook: A Monopolist’s Journey Towards Pervasive 
Surveillance in Spite of Consumers’ Preference for Privacy,” Berkeley Business Law Journal 16, no. 1 (2019): 39. 
9 See https://fortune.com/2018/09/29/google-apple-safari-search-engine/.  

https://www.microsoft.com/en-us/rewards
https://info.ecosia.org/what
https://fortune.com/2018/09/29/google-apple-safari-search-engine/
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as possible, or to keep consumers “hooked” on the platform to increase sales without 
consideration to well-being.10 The combination of addiction and monopoly is probably the worst 
possible. 
If there is a lot of smoke, there is probably fire: Many online markets present extremely high 
profit margins and no new relevant entry, a sign of significant barriers to entry. Furthermore, 
DPs bought hundreds of companies over the past years, most without any form of scrutiny by 
regulators. Finally, there is evidence that venture capitalists are reluctant to fund businesses in 
sectors that compete directly with DPs. Venture capitalists label this phenomenon “kill zones.” 
When combined with the structural characteristics presented above, there is sufficient evidence 
to justify an in-depth investigation on these companies, as those started by the Federal Trade 
Commission, the Department of Justice, and the European Commission. This is particularly true 
because, as discussed more below, DPs refuse to provide independent researchers with the data 
necessary to understand whether their behavior is indeed harmful. It is paradoxical that 
companies refuse access to the data necessary for in-depth, independent studies and then use the 
lack of in-depth, independent studies as evidence of lack of harm.11  

II.2 NEWS MEDIA 

Concentration in the news media market is a problem for democracy: The news market is 
unlike most others. News has some aspects of a public good. In addition, a vibrant, free, and 
plural media industry is necessary for a true democracy. Thus, in studying the impact of DPs on 
the media industry, we cannot restrict ourselves to standard economic measures like consumer 
welfare, but rather we need to think in terms of citizen welfare: how democracy functioning is 
impacted.  
Digital platforms disintermediate newspapers and monopolize news markets: DPs are 
quickly controlling news distribution. Facebook is now the second largest news provider in terms 
of attention share in the United States. In the UK, Facebook is third, Google is fifth, and Twitter 
is tenth. By curating the news viewers receive, DPs have effectively appropriated the role that 
newspaper editors used to have in influencing readers’ attention. This poses a concentration 
issue, as thousands of different viewpoints have now been replaced by a duopoly. These 
concerns are exacerbated by three additional problematic features. First, the editing is aimed at 
maximizing a viewer’s time on the platform, with little attention to quality of content. Second, 
this news editing is personalized, potentially promoting a fragmentation of citizens into separate 
news bubbles, jeopardizing the ability of different political groups to talk to each other. Last but 

                                                 
10 See Adam Alter, Irresistible: The Rise of Addictive Technology and the Business of Keeping Us Hooked (Penguin, 
2017). 
11 For example, there is prima facie evidence of an increase of fatal car accidents after the introduction of car sharing 
services in a city. Uber and Lyft hold the data to disprove they are responsible for this increase, but so far they have 
not allowed any independent inquiry on the topic, nor did they produce evidence to the contrary. Given their interest 
in doing so, at some point we need to start thinking about inverting the burden of proof: Prima facie evidence of 
responsibility that cannot be further scrutinized because the companies refuse to share the data that would prove or 
disprove the claims should be considered strong evidence they are responsible. See https://promarket.org/uber-kill-
real-cost-ride-sharing/ citing John Manuel Barrios, Yael V. Hochberg, and Hanyi Yi, “The Cost of Convenience: 
Ridesharing and Traffic Fatalities,” Available at SSRN 3361227, 2019. 

https://promarket.org/uber-kill-real-cost-ride-sharing/
https://promarket.org/uber-kill-real-cost-ride-sharing/
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not least, Google voting stock is controlled by two individuals, Sergey Brin and Larry Page; 
Facebook by one, Mark Zuckerberg. Thus, three people have total control over the personalized, 
obscure news feeds of billions of human beings.  

Digital Platforms have weak incentives to prioritize quality content and limit false 
information: These companies have weak economic and legal incentives to promote quality 
journalism.12 First, journalism itself is a small part of the total content distributed by these 
platforms. While the data is not made public—again a problem in itself—estimates indicate that, 
despite its name, news is only a small fraction of Facebook News Feed.13 Second, the goal of all 
these DPs is to maximize engagement, often through extreme or divisive content, as recognized 
by Facebook itself.14 Unlike other media, however, DPs do not have any legal liability for 
promoting this content, thanks to Section 230 of the Communications Decency Act. This 
immunity, combined with the limited competition these platforms face, means that DPs have 
very weak incentives to promote quality content or to limit the spread of false or divisive 
information.  
Digital Platforms are devastating the newspaper industry: Newspapers are a collateral 
damage of the digital platform revolution. Craigslist destroyed the lucrative newspaper classified 
ads, and Google and Facebook dramatically reduced the revenues newspapers could get from 
traditional advertising. Local newspapers have been hit particularly hard: At least 1800 
newspapers closed in the United States since 2004, leaving more than 50% of US counties 
without a daily local paper. Every technological revolution destroys pre-existing business 
models. Creative destruction is the essence of a vibrant economy. In this respect, there is nothing 
new and nothing worrisome about this process. Yet, a vibrant, free, and plural media industry is 
necessary for a true democracy. The newspapers of yesteryear played an essential function in a 
democratic system. How can we make sure this function is still performed by somebody (not 
necessarily yesteryear newspapers)?      
 

                                                 
12 For a more detailed account of how the ad-tech creates a race to the bottom in terms of disinformation, see 
https://go.shr.lc/2YyDr8U.  
13 See, for example, http://bit.ly/2zluSE9.   
14 See https://www.facebook.com/notes/mark-zuckerberg/a-blueprint-for-content-governance-and-
enforcement/10156443129621634/.  

https://go.shr.lc/2YyDr8U
http://bit.ly/2zluSE9
https://www.facebook.com/notes/mark-zuckerberg/a-blueprint-for-content-governance-and-enforcement/10156443129621634/
https://www.facebook.com/notes/mark-zuckerberg/a-blueprint-for-content-governance-and-enforcement/10156443129621634/
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The growing gap in investigative journalism: Ever since the muckraking magazines arose at 
the beginning of the 20th century, printed media has supported investigative journalism. 
Investigative journalism requires significant long-term investments, whose return cannot be 
easily appropriated by the investor, since the news report can be repeated by other sources. In 
oligopolistic markets, newspapers were able to finance some investigative reporting with their 
profits and were able to capture some of its benefits via enhanced reputation. The reduction in 
the number and the profitability of newspapers has severely curtailed the funds dedicated to this 
activity. Thus far, not-for-profit investigative reporting outlets, like Pro-Publica, have not fully 
covered the shortage.   
The dearth of local news: The problem of lack of investigative reporting is particularly severe 
at the local level. The New York Times and the Washington Post have the resources to pursue 
national stories, but local corruption in Topeka, Kansas, or Montgomery, Alabama, is hardly of 
national interest. As a result, accountability at the local level may suffer. Consistent with this 
fear, a recent paper shows that the closure of a local newspaper increases the long-term 
borrowing cost of a municipality, interpreted as a sign of the inefficiencies produced by lack of 
accountability. Closures of local newspapers also tend to diminish both the amount of 
information voters have in local elections and voter turnout. Thus, there is a concern that local 
democracy might die in the darkness.    

II.3 PRIVACY AND DATA PROTECTION 

Market incentives alone will not solve privacy and data security problems: Firms that collect 
and process private information do not internalize the harms associated with consumer privacy 
and security breaches. Nor do they internalize negative externalities, or potential misuses of data 
that impact people who are not their own consumers.15 Notice and choice, or asking consumers 
to click “I accept” in extremely long terms-of-service, places solely on consumers the burden to 

                                                 
15 See, for example, a report describing how DNA tests done by a family historian unveiled that an uncle had an 
extra-marital daughter without the uncle submitting any information. https://www.wsj.com/articles/dna-testing-
creates-wrenching-dilemmas-for-the-family-historian-11563595261.  

https://www.wsj.com/articles/dna-testing-creates-wrenching-dilemmas-for-the-family-historian-11563595261
https://www.wsj.com/articles/dna-testing-creates-wrenching-dilemmas-for-the-family-historian-11563595261
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anticipate all the downsides of their online activities. Consumers are ill-equipped to do so—they 
lack the time, knowledge, and capacity. This problem is only getting worse as firms become 
ever-more skilled in developing interfaces that manipulate choice. 

This is not just a theoretical concern. Companies from small to sophisticated lack basic 
data protection features: Facebook stored hundreds of millions of passwords in plain text files in 
2019.16 Over-reliance on industry self-regulation and “notice-and-choice” mechanisms, sparse 
state and federal laws with different obligations, and the lack of a regulator with a clear mandate 
and enforcement powers is not the correct path for a country embracing digitization like the 
United States. The best examples are the recent FTC enforcement actions.  The settlement with 
Facebook—the strongest enforcement in data protection ever—does little to prevent Facebook 
from collecting as much data as possible and freely using these data in any way it deems 
appropriate.17 Facebook’s stocks even went up at the announcement of the settlement, as most 
commentators saw the FTC punishment as just a slap on Facebook’s wrist.18 The FTC fine 
against Google—charged for baiting children with targeted ads that violated their privacy—was 
even milder. It was less than the profits Google earned with the sanctioned practice. 
Furthermore, the only significant behavioral change Google committed to was to abide by a 
Federal Law it should have been abiding by in the first place.   
Dark patterns are a particularly powerful, largely ignored, problem and they mostly 
impact poor and uneducated consumers: Dark patterns are “user interfaces that make it 
difficult for users to express their actual preferences or that manipulate users into taking actions 
that do not comport with their preferences or expectations.” Companies can pre-select choices, 
highlight or hide buttons, or constantly nag consumers in order to push them to make decisions 
against their preferences or expectations.19 While using interfaces or promotions that help sell a 
product is not illegal, doing so in an extremely manipulative way can be, as these companies are 
strongly manipulating vulnerable consumers into buying products and services (or watching 
another cat video) they ultimately do not want. Simple manipulation of user interfaces can 
increase acceptance rates of a data protection plan by 228% without companies facing significant 
consumer backlash.20 While dark patterns work across the board, the effects are particularly 
pronounced with less-educated, vulnerable users. 
Dark patterns are particularly pervasive when combined with market power: Extreme dark 
patterns—the ones that truly annoy consumers but can increase acceptance rates by 371%—lead 
to a consumer backlash against the companies employing them. Thus, consumers punish the 
most abusive companies. The problem is that, as seen above, many markets where DPs operate 
are prone to monopolization. The lack of meaningful competitors enables these companies to use 
very aggressive persuasion strategies. For example, studies have shown a strong link between 

                                                 
16 See https://www.theverge.com/2019/3/21/18275837/facebook-plain-text-password-storage-hundreds-millions-
users.  
17 See https://www.wired.com/story/off-facebook-activity-privacy/     
18 See https://www.theverge.com/2019/7/12/20692524/facebook-five-billion-ftc-fine-embarrassing-joke.  
19 See https://www.wsj.com/articles/how-tech-giants-get-you-to-click-this-and-not-that-11559315900.  
20 See Jamie Luguri and Lior Strahilevitz, “Shining a Light on Dark Patterns,” University of Chicago Coase-Sandor 
Institute for Law & Economics Research Paper No. 879, August 2019, 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3431205 for a more detailed analysis.  

https://www.theverge.com/2019/3/21/18275837/facebook-plain-text-password-storage-hundreds-millions-users
https://www.theverge.com/2019/3/21/18275837/facebook-plain-text-password-storage-hundreds-millions-users
https://www.wired.com/story/off-facebook-activity-privacy/
https://www.theverge.com/2019/7/12/20692524/facebook-five-billion-ftc-fine-embarrassing-joke
https://www.wsj.com/articles/how-tech-giants-get-you-to-click-this-and-not-that-11559315900
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constant notifications and extreme anxiety, in particular on teenagers.21 Nonetheless, if iOS users 
try to turn off all WhatsApp notifications, they will be constantly bombarded by a screen 
commanding them to turn the notifications back on—there is no option to simply state: “I do not 
wish to receive WhatsApp notifications, thank you.”22 As WhatsApp is now the primary means of 
communication in many countries,23 users cannot simply abandon WhatsApp either. 

 
Dark patterns will probably only get worse: Even companies with comparatively little 
consumer information can design user interfaces that benefit them.24 Sophisticated companies 
such as DPs collect an enormous amount of personal data. They have outsized powers to design 
interfaces in very manipulative ways with little to no oversight by regulators. For example, 
internet companies, focused only on increasing engagement to sell advertising, constantly 
promote interfaces that make users addicted to their products.25  
We need to talk about internet addiction and the combination with market power: Internet 
addiction is an extremely important topic that deserves much more attention than it is currently 
receiving. As one report puts it, “Strategies such as offering addictive content at moments when 
consumers lack self-control increase time spent on the platform and profitable ad sales even as 
the platform lowers the quality of content. These tactics increase the welfare costs of market 
power.” DPs are in a zero-sum race for our attention and using the most pervasive tactics to 
ensure they win. Since most societies regulate addictive products—drugs, alcohol, tobacco, and 
gambling—to protect the consumers, it is time we discuss how to regulate DPs with the same 
goal in mind.  

                                                 
21 See https://www.latimes.com/nation/la-na-smartphones-causing-student-anxiety-20190607-story.html and 
https://www.nytimes.com/2019/05/20/well/family/is-digital-addiction-a-real-threat-to-kids.html. 
22 As of August 2019. 
23 Even for businesses, see https://www.zdnet.com/article/whatsapp-is-the-main-digital-channel-for-brazilian-smes/.  
24 The Wired Magazine describes how they increase subscriptions by 9% by asking people to “place order” instead 
of “start subscription.” See https://www.wired.com/story/wired-paywall-one-year-later/.  
25 See, https://www.youtube.com/watch?v=NUMa0QkPzns for an explanation of design choices aimed to be 
addictive; and https://ledger.humanetech.com for a list of peer-reviewed studies presenting negative impacts of 
consumer-facing mobile tech. 

https://www.latimes.com/nation/la-na-smartphones-causing-student-anxiety-20190607-story.html
https://www.nytimes.com/2019/05/20/well/family/is-digital-addiction-a-real-threat-to-kids.html
https://www.zdnet.com/article/whatsapp-is-the-main-digital-channel-for-brazilian-smes/
https://www.wired.com/story/wired-paywall-one-year-later/
https://www.youtube.com/watch?v=NUMa0QkPzns
https://ledger.humanetech.com/
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II.4 POLITICS 

Social media companies are responsible for mass democratization of speech: Social media 
are rightly heralded as democratizing platforms that have greatly increased the voice of excluded 
members of different societies. Social media companies such as Facebook and Twitter played 
key roles in helping organize the Arab Spring revolutions, the Black Lives Matter movement in 
the United States, and, currently, the democracy protesters in Hong Kong.  
Social media is different from other information technologies: The advent of many 
information technologies caused revolutions in political governance: The printing press, radio, 
and TV have profoundly transformed our democratic governance and accountability. Yet, social 
media’s unprecedented scale, ease of anonymity, and capacity to by-pass traditional gatekeepers 
may be unique. When combined with DPs’ tendency to monopolization, it can become 
problematic because it removes the accountability afforded by competition. As the report states, 
“in the end, the technology with the most potential to reshape modern political institutions and 
outcomes falls under the control of just a few firms, who themselves are enormously powerful 
political actors.”  
Digital platforms are uniquely powerful political actors: Google and Facebook may be the 
most powerful political agents of our time. They congregate five key characteristics that 
normally enable the capture of politicians and that hinder effective democratic oversight:  

i. Money: They have immense economic power, allowing them to effectively lobby 
politicians and regulators. As the five most valuable publicly listed corporations in the 
world and with combined cash reserves of hundreds of billions of dollars, DPs are 
widely using this economic power to influence politics. According to opensecrets.org, 
Alphabet (Google), Amazon, and Facebook were the second, sixth, and ninth largest 
spenders on direct lobbying among US corporations in 2018.26 In this aspect, DPs are 
like oil or tobacco companies in the resources they can mobilize in their defense. 

ii. Media: Their increasingly powerful role as a media outlet not only allows DPs to shape 
public discourse and to define how politicians can reach their constituents; more 
importantly, it allows platforms to claim both Section 230 immunity and first 
amendment exemptions to ward off any regulations that try to control their actions. In 
this aspect, DPs are similar to very powerful newspapers. 

iii. Complexity: Their sheer size, complexity, and absolute opacity complicates the 
development of effective regulatory tools, as platforms can always use information 
asymmetries to by-pass regulations without much awareness. Complexity also 
diminishes the potential talent pool for governments and incentivizes revolving doors, 
complicating oversight even further. In this aspect, DPs are similar to large banks in 
their ability to potentially dodge the most powerful regulators.  

                                                 
26 See https://www.opensecrets.org/lobby/top.php?indexType=s&showYear=2018. 

https://www.opensecrets.org/lobby/top.php?indexType=s&showYear=2018
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iv. Connectivity: Their connectivity and membership allows DPs to engage their user base 
to challenge any political initiative that disadvantages them (think of Uber drivers’ 
protests). In this aspect, DPs have “membership powers” similar to the National Rifle 
Association or to the American Association of Retired Persons in their ability to directly 
mobilize voters in their defense. 

v. National Champions: Finally, DPs constantly play the “national interest” card 
whenever their own interests are threatened.27 In this way, DPs are similar to the steel 
and airplane industry, which demand preferential treatment for their strategic role.  

In sum, Google and Facebook have the power of ExxonMobil, the New York Times, 
JPMorgan Chase, the NRA, and Boeing combined. Furthermore, all this combined power 
rests in the hands of just three people.   
Digital platforms are incredibly opaque—this is a problem in itself: Finally, the lack of 
transparency is something that has to be stressed again, as it also impacts our political arena. If 
we do not know whether social media has overall positive or negative effects on our polity, we 
have to blame the DPs themselves. All the data they generate is proprietary and they deny 
outside, independent researchers access to almost all of it. In doing so, they also prevent our 
societies from comprehending their true impacts. For example, conservatives are constantly 
accusing Google and Facebook of bias, something the companies deny. Only Google and 
Facebook have the data that would allow an independent researcher to prove or disprove the 
conservatives’ claim, and they block access to this data. Thus, we have to rely on their word. Are 
we sure that Elizabeth Warren’s posts on Facebook receive equal distribution when compared to 
other candidates? This is a major problem, pervasive in all areas analyzed by the reports, and one 
that must be immediately addressed. 

 
SUMMARY: This concentration of economic, media, data, and political power is 

potentially dangerous for our democracies. Our summary of the main concerns around DPs 
demonstrates why all the attention they are receiving is justified. Indeed, the conversation has 
barely started on some of the most worrisome topics, such as dark patterns and manipulation, 
addiction, or the platforms’ incredible political power. To make matters worse, as more of our 
lives move online, the more commanding these companies will become. We are currently 
placing the ability to shape our democracies into the hands of a couple of unaccountable 
individuals. It is clear that something has to be done.   
 
 
 

                                                 
27 See President Trump threatening to tax French wine in response to a tax targeting US DPs, or President Trump 
also trying to protect Apple from the tariff spat with China because “Apple is a great American company,” at 
https://reut.rs/2ZgqIMg and https://cnb.cx/2TUY7pR.  

https://reut.rs/2ZgqIMg
https://cnb.cx/2TUY7pR
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III. POSSIBLE SOLUTIONS 

The four subcommittees were charged with proposing an array of possible solutions in each of 
their specific interest areas. Some of these solutions were mutually exclusive, and sometimes 
different committees arrived at different conclusions. Thus, we are left with the difficult task to 
prioritize the various solutions and integrate them into a coherent whole.28 For sake of brevity, 
we make no claim of being comprehensive. For a complete picture, we refer the interested reader 
to the four reports.        

1. Forcing Interoperability  

The cause of most of the problems described above is the lack of meaningful competition in 
many key digital markets. A major cause of this lack of competition is the presence of very 
sizable network externalities: that is, I want to be on the social media where my friends are. 
Network externalities as a potential barrier to entry are not a new phenomenon: It plagued the 
early phone industry. To eliminate this problem, the United States forced interoperability among 
the various phone companies—AT&T is obliged to connect calls started by T-Mobile 
consumers. The same should be done with social media. Mandating not only an open but also a 
common Application Program Interface (API) would allow different messaging systems to 
connect to one another. In so doing, a common API guarantees interoperability and eliminates 
the network externalities that drive the winner-take-all nature of the social media market. 
Facebook, for example, used all its power to kill potential interoperability solutions in order to 
gain market power. In 2008, it even used Federal Criminal Law to successfully attack a young 
startup called Power Ventures that was trying to connect different social media platforms.29 The 
Open Banking Directive in the UK and the Brazilian Good Payer’s Credit Act are good examples 
of cases where tailored interventions on data disclosure and open standards are increasing 
competition.30 

2. A More Aggressive Antitrust  

Changing Merger Guidelines for Digital Platforms: DPs acquired hundreds of companies 
over the past years, most without facing any scrutiny from antitrust regulators. In traditional 
markets, the cost of delaying an intervention might be limited. In a market with strong tendencies 
toward monopolization, a mistake in the approval of a merger can condemn an industry to a 
monopoly. If you add the political power of these monopolies, the mistake could become 
irreversible. Therefore, we need to change the threshold for merger review in markets where DPs 
operate, basing it on transaction value or some other criteria that allows regulators to scrutinize 
transactions between DPs and startups—simply focusing on turnover is not enough. In addition, 

                                                 
28 In doing so, we inevitably introduce our own views and biases. Thus, neither the participants of each committee 
nor the chairs necessarily agree with our conclusions.    
29 See https://www.eff.org/cases/facebook-v-power-ventures and https://www.eff.org/deeplinks/2018/07/facing-
facebook-data-portability-and-interoperability-are-anti-monopoly-medicine.  
30 See https://www.openbanking.org.uk/customers/what-is-open-banking/ and https://iapp.org/news/a/new-changes-
to-brazilian-good-payers-act-includes-automatic-registration-into-database/.  

https://research.chicagobooth.edu/stigler/events/single-events/antitrust-competition-conference/digital-platforms-committee
https://www.eff.org/cases/facebook-v-power-ventures
https://www.eff.org/deeplinks/2018/07/facing-facebook-data-portability-and-interoperability-are-anti-monopoly-medicine
https://www.eff.org/deeplinks/2018/07/facing-facebook-data-portability-and-interoperability-are-anti-monopoly-medicine
https://www.openbanking.org.uk/customers/what-is-open-banking/
https://iapp.org/news/a/new-changes-to-brazilian-good-payers-act-includes-automatic-registration-into-database/
https://iapp.org/news/a/new-changes-to-brazilian-good-payers-act-includes-automatic-registration-into-database/
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when an acquisition involves a dominant platform, authorities should shift the burden of proof, 
requiring the company to prove that the acquisition will not harm competition.31 
Strengthening antitrust enforcement: Traditional antitrust tools are not applicable in multi-
sided markets, where one side pays zero prices. If Uber were to prohibit its drivers from working 
for Lyft, it would make it much harder for Lyft to compete. Similarly, when Uber offers a loyalty 
discount, it makes it more difficult for its customers to switch to Lyft. Exclusive dealings and 
loyalty discounts, which are common in most markets, deserve much closer antitrust scrutiny in 
DP markets because these markets have a natural tendency to monopolization: Many practices 
that are benign in other markets could easily become the straw that breaks the camel’s back in 
DP markets.  

3. Reducing the Power of Data    

DPs use their control over specific types of data to increase their market power and, more 
importantly, their political power. There is a desperate need to better understand how DPs are 
impacting our political environment. This understanding is greatly impeded by the fact that 
independent academics and regulators do not have access to all DPs’ data, nor do they have the 
possibility of doing tests on the various ways that different interfaces may impact behavior. The 
effects of Dark Patterns discussed above are startling. Platforms have been doing similar A/B 
testing for years and know much more about the effectiveness of these practices. Even more 
worrisome, DPs hire hand-picked academics to undertake the studies they want, selectively 
releasing them to the public. This double selection severely distorts the evidence available in the 
public domain. Either access is opened up broadly, or the burden of proof should be inverted: 
Qualitative or imperfect evidence of harm, when combined with deliberate and severe data 
restrictions, should be considered prima facie evidence of harm.32  
The FTC should be empowered to implement a data access mandate: Congress should 
empower the FTC to: (i) have access to DPs’ internal databases and studies, (ii) perform their 
own independent research on how platforms impact different areas of our society, and (iii) 
moderate independent researchers’ access to these databases. The FTC is a well-established 
agency that is accustomed to conducting in-depth investigations and whose Bureau of Economics 
and Office of Technology Research is amongst the better staffed in the country.  
Different types of openness for different types of data: Data openness does not mean a total 
disregard for privacy protection. While re-identification is a serious problem,33 the openness of 

                                                 
31 Importantly, Saikrishna Kamepalli, Raghuram Rajan, and Luigi Zingales, “Kill Zone” (n.d.), shows that 
acquisition by incumbents may be problematic when markets present network externalities and switching costs. 
Expecting that new social media would be acquired by the incumbent, which will incorporate all the new desirable 
features, customers will be reluctant to switch to new entrants, even when these are technologically superior. This 
reluctance will severely reduce the market price at which these new entrants will be acquired, discouraging new 
entry, as the paper seems to find empirically. 
32 See Luigi Zingales, “Preventing Economists Capture,” in Preventing Regulatory Capture: Special Interest 
Influence and How to Limit It (Cambridge University Press, 2013). 
33 See Luc Rocher, Julien M. Hendrickx, and Yves-Alexandre de Montjoye, “Estimating the Success of Re-
Identifications in Incomplete Datasets Using Generative Models,” Nature Communications 10, no. 1 (July 23, 
2019): 3069, https://doi.org/10.1038/s41467-019-10933-3. 
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larger databases enables anonymization techniques that, while not perfect, are important steps in 
the right direction. There are promising computational technologies—like differential privacy 
and secure multiparty computation—that can help in this dimension. More importantly, one must 
acknowledge that different types of data may allow different openness rules for different 
purposes. For example, regulators should have ample access to DPs’ internal databases. They can 
also intermediate the access for third parties who respect privacy considerations, such as outside, 
independent researchers. Regulators can then ensure that a small but significant anonymized 
sample is made available for a larger use, depending on the trade-off between re-identification 
risks and the gains from openness. In some cases, it will be up to elected officials to settle the 
trade-off between privacy protection and competition, as done in Brazil in the Good Payer’s 
Credit Act, where the data sharing was mandated by law. 
Longer-term—the creation of a Digital Authority: The strongest indication emerging from the 
four reports is the importance of having a single powerful regulator capable of overseeing all 
aspects of DPs. DPs generate several concerns across different fields, all linked to the power of 
data. To address these concerns in a holistic way, there needs to be a single regulator able to 
impose open standards, to mandate portability of and accessibility to data, to monitor the use of 
dark patterns and the risks of addiction, and to complement the FTC and the DoJ in merger 
reviews. Countries like the UK are considering the set-up of a Digital Markets Unit. The United 
States and other nations should follow their example.34 
The Dangers of a Digital Authority: As George Stigler would readily point out, a new Digital 
Authority runs the risk of being captured by industry, becoming a new barrier to entry rather than 
a promoter of competition. This risk can be minimized, albeit not eliminated, by a careful 
institutional design. This is one reason why we envision—at least initially—to have the Digital 
Authority as a subdivision of the FTC, an across-industry authority with a better-than-average 
record of avoiding capture. Most importantly, the Digital Authority will have to be very 
transparent in all its activities. The Reports discuss a range of different institutional design 
mechanisms that can be explored to protect the Digital Authority from capture.  

4. Reducing the Political Power of Digital Platforms      

Disclosure obligations: As mentioned above, DPs are formidable political machines. The 
Honest Ads Act, which extends traditional campaign disclosure obligations to the internet, seems 
the first obvious step in limiting this excessive political power. The second, and probably most 
important, is to understand how these companies are acting as political agents. To comprehend 
the political role DPs play, some new disclosure obligations should be in place: 

i. Non-neutrality: Platforms should disclose when they voluntarily adopt non-neutral 
policies for content. For example, if platforms are deliberately demoting content related 
to specific topics, they should make clear what types of content they are demoting and 
why. Failure to disclose this information should result in fines or sanctions. 

                                                 
34 See https://www.gov.uk/government/speeches/pm-speech-opening-london-tech-week-10-june-2019.  

https://www.gov.uk/government/speeches/pm-speech-opening-london-tech-week-10-june-2019
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ii. Relationship with politicians: Platforms should disclose when they provide specific 
support or technical assistance to political parties, candidates, or interest advocacy 
groups, outlining what type of support has been provided and the outcome of this 
support. For example, during the 2016 elections, Facebook and Twitter embedded some 
of their own employees in the campaign teams of the various candidates.35 It is not clear 
to what extent this is still a practice. There should be full transparency on those efforts, 
including whether candidates are charged equal prices, receive equal treatment, are 
granted equal distribution of their contents, etc. In particular, electoral regulators must 
ensure that candidates who are criticizing companies like Facebook and Google receive 
equal treatment to candidates who support them.  

iii. Academic funding: Platforms should disclose their direct funding to academia and their 
relationship with academics. This disclosure should include DPs charitable arms and the 
donations of key individuals, so as to prevent easy gaming of the requirements.36 

These are initial recommendations that must be reviewed in 3 years: Overall, the combined 
disclosure recommendations will go a long way in allowing us as a society to better understand 
the real positive and negative impacts of DPs. Once we know more, these obligations should be 
reviewed to both allow for flexibility if they are unnecessary or for more stringent requirements 
if additional concerns appear. 

5. Pro-Consumer Default Rules   

The current “notice and consent” system on the type of information that can be collected or 
shared does not effectively protect individual privacy. At the same time, top-down regulation, 
which allows bureaucrats to impose their will on how markets should behave, can be overly 
rigid. An alternative can be the adoption of “consumertarian default rules”; that is, default rules 
on data protection that follow the preferences of a majority of US consumers. Such defaults 
should be based on “the results of well-designed, scientifically rigorous studies that elicit 
consumer preferences, opt-out costs, and knowledge of the rules and alternatives, as well as 
ignorance and biases of such rules’ potential costs and benefits.” These default rules should also 
be revisited periodically to account for updates in consumers’ preferences due to technological 
changes or better education. 
Default rules only work if dark patterns are addressed: The growing use of dark patterns 
implies that the default rules should be “sticky,” that is, there should be stringent constraints on 
waiving the default in favor of a less data protective setting. Click-through or simple pop-up 
boxes do not satisfy the waiver. When it comes to data externalities,37 however, sticky defaults 
                                                 
35 See https://www.reuters.com/article/us-facebook-election-usa/facebook-to-drop-on-site-support-for-political-
campaigns-idUSKCN1M101Q.  
36 A good example is the controversy around the New America Foundation, when Eric Schmidt forced the think-
tank to stop criticizing Google. See https://www.nytimes.com/2017/08/30/us/politics/eric-schmidt-google-new-
america.html.  
37 See Omri Ben-Shahar, “Data Pollution,” University of Chicago Coase-Sandor Institute for Law & Economics 
Research Paper No. 854, August 2018, https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3191231. 

https://www.reuters.com/article/us-facebook-election-usa/facebook-to-drop-on-site-support-for-political-campaigns-idUSKCN1M101Q
https://www.reuters.com/article/us-facebook-election-usa/facebook-to-drop-on-site-support-for-political-campaigns-idUSKCN1M101Q
https://www.nytimes.com/2017/08/30/us/politics/eric-schmidt-google-new-america.html
https://www.nytimes.com/2017/08/30/us/politics/eric-schmidt-google-new-america.html
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might not be enough. There is a need to design top-down regulations to limit the overall amount 
of data collected and shared. 
Who Monitors the Defaults?  The consumertarian approach is very appealing, but it has one 
potential weakness: Who would be responsible for defining/monitoring these default rules? 
Competition and experimentation in this area are important, as they can allow the testing of 
different approaches. For example, some states may wish to delegate this responsibility to 
regulators. Others may privilege courts. An interesting alternative may be for some authorities to 
establish a safe harbor for companies that pre-commit in advance to the result of product-specific 
studies, which must be periodically rerun. If a company fails to qualify for the safe harbor, it is 
exposed to additional legal liability in litigation if a plaintiff can prove that the default fails the 
consumertarian standard. Finally, federal regulations should be a floor—states should be free to 
establish different, more protective requirements as they deem appropriate. 

6. Changing Section 230: 

Section 230 of the Communications Decency Act was conceived for early internet providers. 
These companies did not edit content and thus were not liable for it, as phone companies were 
not liable for the content of the phone calls they transmitted.38 However, many social media 
platforms, like Facebook and YouTube, actively recommend content and monetize it. If 
YouTube’s auto-play keeps leading people to extreme views or deeply deceptive content, as 
independent research and YouTube itself seem to indicate,39 and YouTube is monetizing this 
specific content with ads, YouTube should be considered responsible for biases of its own 
algorithms, just as banks are responsible for discriminatory bias in algorithmic lending. In this 
respect, Section 230 is a major subsidy to DPs, favoring them in their competition with 
traditional media companies.   
Connecting promotion and liability: When social media actively promote content and make 
money out of the promoted content, we think they should be subjected to the same editorial 
responsibility as newspapers. By contrast, if they limit themselves to solely transmitting 
information, with no editing or promotion, like WhatsApp, then they should be treated like 
phone companies and be exempted from content liability. Such a system would go a long way in 
levelling the playing field between DPs and traditional media. 

7. Preserving Diversity in News Provision     

Prevent further media concentration: Media markets are concentrating fast. To preserve 
diversity in news sources, the FTC and the DoJ should incorporate media plurality as a key 
metric in merger reviews, as done in the UK. Media plurality would be measured as the share of 
the attention devoted by consumers to different media sources. 

                                                 
38 Even for phone companies this is starting to change, as shown by the new regulations preventing robocalls. See 
https://www.wsj.com/articles/large-telecoms-state-enforcers-make-pact-to-combat-robocalls-11566489602  
39 See https://www.nytimes.com/2019/08/11/world/americas/youtube-brazil.html and 
https://www.theverge.com/2019/1/25/18197301/youtube-algorithm-conspiracy-theories-misinformation.  

https://www.wsj.com/articles/large-telecoms-state-enforcers-make-pact-to-combat-robocalls-11566489602
https://www.nytimes.com/2019/08/11/world/americas/youtube-brazil.html
https://www.theverge.com/2019/1/25/18197301/youtube-algorithm-conspiracy-theories-misinformation
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Need for experimentation:  The potential reduction in political accountability due to the demise 
of local newspapers is a serious issue. Yet, some of the potential solutions (like government 
subsidies to existing newspapers) might cause bigger distortions than the ones they are meant to 
fix. For this reason, we advocate a two-pronged approach. On the one hand, there is the need for 
more empirical research to assess the actual welfare costs produced by lack of political 
accountability. On the other hand, various alternative solutions to generate political 
accountability should be experimented on a small scale: from prize money for the best 
investigative reporting pieces to the voucher system for newspapers proposed by the News 
Media Report, and from prizes for local whistleblowers to a system of random federal auditing of 
local governments, as done in Brazil.40 This is a major topic—concentration in local news is real 
and growing.41 We need pilot projects and experimentation now so we can scale-up the most 
successful interventions.  

8. If all else fails … 

The winner-take-all characteristics of many digital markets suggest that even if all the proposed 
policies are implemented, in some markets we would still find ourselves in a world of few 
companies (sometimes just one) with outsized market and political power. This is particularly 
true in the search provider market, where there are increasing returns to scale and thus it is 
efficient to have a single search provider.   

The imposition of fiduciary duties on these companies is an interesting alternative: 
Monopoly is worrisome in general, but it is particularly problematic in the case of companies 
that also enjoy great political power. Even Milton Friedman (1962), a father of the idea that a 
board’s sole responsibility is to maximize profits, recognizes that this duty should apply only in 
competitive markets. In monopolies, the maximization of profits can lead to severe distortions. 
For this reason, Hart and Zingales (2019) propose the imposition of an additional fiduciary duty 
on the boards of monopolies: a fiduciary duty towards society.42 Policymakers should seriously 
consider imposing such obligations on DPs like Google, which operate in markets that are or 
tend to become natural monopolies.  
 
 
 

                                                 
40 See Eric Avis, Claudio Ferraz, and Frederico Finan, “Do Government Audits Reduce Corruption? Estimating the 
Impacts of Exposing Corrupt Politicians,” Journal of Political Economy 126, no. 5 (2018): 1912–64. , as 
representative of a growing literature on the topic.  
41 See, https://www.newyorker.com/magazine/2018/10/22/the-growth-of-sinclairs-conservative-media-empire. Of 
course, the problem is not that Sinclair is conservative. The problem is that monopolies in media suppress dissent 
and lead to uniformity. They should be prevented regardless of whether they are liberal or conservative. 
42 One might argue that a company like Google or Facebook would never tweak its algorithms to adversely impact 
its political adversaries out of concern for its reputation.  If reputation is indeed sufficient to make monopolies 
behave in the interest of society as a whole, then this proposal is, at worst, redundant. Yet, it could be used as an 
insurance policy to prevent bad behavior when concern for reputation falls short. 

https://www.newyorker.com/magazine/2018/10/22/the-growth-of-sinclairs-conservative-media-empire
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IV. CONCLUSION 

DPs have produced trillions of dollars of consumer surplus, but they have also raised novel 
policy challenges. These challenges are not confined to the economic sphere, but touch multiple 
disciplines. To try and address these challenges, the Stigler Center has gathered more than 30 
leading academics across multiple disciplines to conduct a year-long analysis on the nature of the 
problems posed by DPs and their potential solutions. The full product of this effort can be found 
here. This Policy Brief summarizes the key findings for a non-technical audience and assembles 
a coherent set of policy proposals.   
 Some will regard our proposals as too timid, while others as too radical: We regard them 
as the minimum response to address the new challenges raised by DPs. As the Digital Revolution 
is advancing, the political system is called to manage the effects of this revolution on society. 
Without a public debate, the policy response risks being dominated by the interests of the DPs 
themselves. The independent nature of this report makes it the ideal starting point for such 
debate, which we hope will be intense and fruitful.      

  
  

https://research.chicagobooth.edu/stigler/events/single-events/antitrust-competition-conference/digital-platforms-committee
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damage they might produce is larger than the problem they are trying to fix. Not all committee 
members agree with all the findings or proposals contained in this report. The purpose of 
these preliminary reports, thus, is not to unanimously provide a perfect list of policy fixes but 
to identify conceptual problems and solutions and start an academic discussion from 
which robust policy recommendations can eventually be drafted. 

* The Committee in-person meetings were partially supported by a grant from the Alfred 
P. Sloan Foundation, whom we also thank for supporting this project  
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Introduction 

When the global, interactive, many-to-many communications network called the internet 
became available for broad public use in 1995, people were overjoyed with the new power at 
their fingertips. It is easy to forget that in the early years of the internet, that power was limited 
to visiting shops and getting news from the relatively small number of enterprises that had built 
websites on the World Wide Web. Over the past 25 years, that power has exploded with head-
spinning velocity: Today, there is no area of human life that has not been affected by the 
technological innovations made possible by the internet. We now buy goods and services, do 
banking, pay bills, find information, and talk with multiple groups of friends and acquaintances 
on the web. The speed, scale, and scope of the internet, and of the ever-more powerful 
technologies it has spawned, have been of unprecedented value to human society. 

History teaches us that social institutions must adapt after major technological advances. 
In just the past century, we saw this after the introduction of the automobile, the airplane, radio 
and television, and cell phones, to name but a few examples. New occupations—for example, 
bus drivers—arise to replace others—for example, buggy whip producers. At the same time, new 
behavioral norms and expectations replace those associated with past technologies—consider the 
social and economic changes wrought by the automobile, or the changes in both the rules and 
norms of the workplace in the age of mobile devices. As unintended and unforeseen social 
problems and harms arose, society responded with governance mechanisms aimed at addressing 
the problems or harms without impeding the clear benefits associated with the advances. These 
have ranged from the adoption of new social norms to the creation of new laws and regulations. 
Examples abound, encompassing everything from crosswalks and traffic lights to legal remedies 
addressing unfair competition in the marketplace. Ideally, the goal is to steer technological 
advances to ensure widespread benefit without attendant widespread harms—to protect and 
preserve innovation and advancement while minimizing harms so that all of society reaps net 
benefits. Such a goal often involves government intervention and always involves tradeoffs as 
society wrestles with the prevalence and cost of harms and how to balance them against the 
prevalence and size of benefits. While often messy, this is a healthy and desirable debate.  

This working group came together to address specific problems arising from the digital 
platforms’ reach, scale, scope, and use of data. We were asked to examine concerns stemming 
from the market structure contemporary platforms have created, and to investigate their 
competitive behavior, including the consequences of network effects that can create barriers to 
entry for new innovators and entrench incumbents. The global nature of many of today’s 
platforms, a result of their scale, scope, and business models, creates novel complexities and 
considerations, particularly a concern that the digital platform may be a unique combination of 
economic forces that require both new analysis and new public policy. Regulatory authorities 
throughout the world are now turning their attention to these same questions. This report 
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contributes to this international analytical project by providing some of the necessary 
frameworks and inputs. We intend it to be a complement to other recent work, as experts across 
the world wrestle with how to ensure that markets remain open and healthy, allowing beneficial 
technological and social advancements to continue. Many of our conclusions and suggestions 
echo the findings of reports that have come out in the past year, and we hope they will be helpful 
to those reports not yet released. The list of antitrust experts and agencies working on this 
problem includes Australia, the United Kingdom, Germany, the European Commission, France, 
Israel, and Japan.43  

The issues are global in their scope, and these various jurisdictions are all engaged in 
analyzing how best to ensure that societies in general, and competition in particular, continue to 
thrive in the Digital Age. Our charge was restricted to market structure and competition, while 
other committees considered the equally important topics of the impact of digital platforms on 
politics, the media, and the nature of privacy. We note that monopolies can concentrate political 
power, reduce media plurality, and provide insufficient competition on dimensions such as 
privacy. In this way the findings of this report and the others are linked and quite consistent. 
Digital markets and platforms have already delivered great benefits to consumers, and the global 
concerns that have surfaced relating to actual or potential consumer harms may require action to 
ensure that the benefits are not undermined. Our report concludes that with deliberate 
government action to protect competition and consumers, the benefits from innovative firms 
could be even greater and more equitably spread, ensuring that the public is not short-changed in 
firms’ pursuit of profit. Accordingly, this report is offered in the spirit of ensuring a future of 
continued technological and economic progress and social well-being as we move further 
forward into the Digital Age.    

                                                 
43 Crémer (2019); Furman (2019); Australian Competition (2018); Japanese Ministry (2018); Schweitzer (2018); 
French Competition (2018); Reishut HaTachrut (2018). 
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Executive Summary 

A. Attributes 
The market structure and antitrust report begins by discussing the characteristics of 

digital markets. These markets often have extremely strong economies of scale and scope due to 
low marginal costs and the returns to data. Moreover, they often are two-sided and have strong 
network externalities and are therefore prone to tipping. If so, the competitive process shifts from 
competition in the market to competition for the market. This combination of features means 
many digital markets feature large barriers to entry. The winner in these settings often has a large 
cost advantage from its scale of operations and a large benefit advantage from the scale of its 
data. An entrant cannot generally overcome these without either a similar installed base (network 
effects) or a similar scale (scale economies), both of which are difficult to obtain quickly and 
cost-effectively.  

Additional barriers to entry are, ironically, generated by the very consumers who are 
harmed by them. Consumers do not scroll down to see more search results, they agree to settings 
chosen by the service, they single-home on one platform, and they generally take actions that 
favor the status quo and make it difficult for an entrant to attract consumers. In general, the 
findings from the behavioral economics literature demonstrate an under-recognized market 
power held by incumbent digital platforms. 

The theme that runs throughout the report is the difficulty of entry into digital platform 
businesses once an incumbent is established. Whether the entrant is vertical or horizontal, has 
succeeded to some degree, is nascent, is a potential entrant, or is a large platform in an adjacent 
space, its existence improves consumer welfare. Either the entrant provides more choice, 
different features, and a chance of higher quality, or the threat of those outcomes spurs the 
incumbent to provide lower prices, higher quality and innovation, and to do so more quickly. 

The role of data in digital sectors is critical. Personal data of all types allows for targeted 
advertising to consumers, a common revenue model for platforms. The report shows that the 
returns to more dimensions and types of data may be increasing, which again advantages 
incumbents. Consumer data in the United States is not regulated in any way that gives useful 
control or privacy to consumers; and additionally, most consumers have little idea what is being 
collected about them and re-sold. One way in which digital platforms often exploit their market 
power – and increase their profits – is by requiring consumers to agree to terms and conditions 
that are unclear, difficult to understand, and constantly changing, but which give the platform 
freedom to monetize consumers’ personal data.  



 
 

30 
 

Digital platforms are characterized by free services. “Free” is not a special zone where 
economics or antitrust do not apply. Rather, a free good is one where the seller has chosen to set 
a monetary price of zero and may set other, non-monetary, conditions or duties. It is possible that 
a digital market has an equilibrium price that is negative; in other words, because of the value of 
target advertising, the consumer’s data is so valuable that the platform would pay for it. But the 
difficulty of making micropayments might lead a platform to mark up this negative competitive 
price to zero. As a result, barter is a common way in which consumers pay for digital services. 
They barter their privacy and information about what restaurants they would like to eat in and 
what goods they would like to buy in exchange for digital services. However, in principle, that 
information has a market price that can be analyzed. 

B. Harms 
Market power, consumer biases and an ad-supported platform model can generate 

significant consumer harms. First, market power in advertising markets will result in markups 
paid by advertisers. Secondly, while behavioral economists have studied consumer biases and 
firm responses in offline markets, these are swamped by what digital businesses can learn by 
using high-dimensional, large datasets to explore every nook and cranny of consumers’ many 
behavioral shortcomings and biases in real time. Framing, nudges, and defaults can direct a 
consumer to the choice that is most profitable for the platform. A platform can analyze a user’s 
data in real time to determine when she is in an emotional “hot state” and then offer targeted 
sales. These tactics reduce the quality of the zero-price content the user experiences on the 
platform. 

In addition to de novo entry, platforms fear disintermediation by a partner or 
complement. If a platform’s partner is able to directly access and serve the platform’s customers, 
it might take them off the platform entirely, reducing the platform’s profit. A platform that has 
total control of demand due to control over framing of consumer choices, policies for 
complements, and technical standards can steer customers to content and complements of most 
benefit to it. The most privately beneficial content might be owned by the platform itself rather 
than provided by independent firms that could extract rent or even challenge the platform’s 
market power in the future. To the extent that consumers single-home, they may not be aware of 
such steering, or may not have competitive alternatives to which they can turn if they are aware.  

Today’s platforms understand that in some settings they can obtain higher margins if they 
either, make all of the necessary complements themselves, or, position themselves as a 
mandatory bottleneck between partners and customers. In particular, digital platforms are often 
very careful to maintain complete control over the user relationship so that they do not face any 
threat of disintermediation from a complement. These technological and policy choices can be 
used to reduce the possibility of successful entry by direct competitor. Other strategies such as 
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exclusive contracts, bundling, or technical incompatibilities can also be used by platforms to 
restrict entry of competitors. Some of these strategies could be violations of existing antitrust 
law, as discussed below. 

Insufficient competition and entry result in harms to investment and innovation. There is 
significant theoretical and empirical research that concludes that anticompetitive creation or 
maintenance of market power will cause a reduction in the pace of innovation.. The lessening or 
blocking of innovative entry is of particular concern given its value to consumers. A VC will 
usually be wary of outright investing in an innovative startup that will implicitly or explicitly 
compete head-on with a tech giant. In that case, the best hope might be to be the preferred 
innovator of a complement and sell its business to the platform at an early stage. However, if 
entry barriers were reduced, the entrepreneur would not have to settle for a small fraction of the 
platform’s profits, but could compete for all of them and try to replace the platform. This 
possibility would generate a much larger incentive to innovate. 

C. Solutions 
While some markets may self-correct, the findings of this report suggest that rapid self-

correction in markets dominated by large digital platforms is unlikely. 

While US antitrust law has long been flexible in combatting anticompetitive conduct, 
there is increasing concern that it has been underenforced in recent years. Antitrust law and its 
application by the courts over the past several decades have reflected the now outdated learning 
of an earlier era of economic thought, and they appear in some respects inhospitable to new 
learning. Antitrust enforcement better suited to the challenges of the Digital Age may therefore 
require new legislation. 

Technology platforms present particular challenges for antitrust enforcement. Markets tip 
and the resulting market power is durable, so even effective antitrust enforcement is unlikely to 
generate fragmented markets. Nonetheless, enforcement that protects competition on the merits 
in the first stage and prevents exclusionary conduct in the second stage will help ensure that 
market-participants make unfettered choices among competing platforms and that entry and 
innovation are not inhibited by private rent-seeking.  

Economists and lawyers will have to develop tools to explain to courts the role of 
behavioral biases in the creation of market power and in their effect on the quality of content. 
The existence of zero money prices means that measurement of quality will be critical. The law 
needs better analytical tools to take into account the impact of potential and nascent competitors 
and competition. Market definition will vary according to what consumers are substituting 
between, whether there is competition on the platform between complements, or competition 
between platforms, or competition between a platform and potential or nascent competitors 
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regarding possible future markets. The need to identify the specific anticompetitive exclusionary 
conduct and analyze it may raise enforcement costs given all the possible variants of 
exclusionary conduct possible in digital markets. 

This report details the particular areas where antitrust law will need reform in order to 
adequately deliver competition to consumers. The report also suggests the establishment of a 
specialist competition court to hear all private and public antitrust cases which would allow 
judges to develop some expertise. The committee believes that vigorously enforcing the antitrust 
laws under these conditions would be likely to increase entry in digital platform industries, 
competition, and consumer welfare. Moreover, such enforcement would likely result in remedies 
to restore competition that has already been lost, as well as serve as a deterrent to future 
anticompetitive conduct.  

However, because technology platforms present the enforcement challenges detailed 
above, even effective enforcement may not be enough to generate competitive digital markets in 
a timely fashion. Therefore, the report suggests that Congress should consider creating a 
specialist regulator, the Digital Authority. The regulator could be tasked with creating general 
conditions conducive to competition. The committee also suggests separating out some types of 
regulation that will apply to virtually all market participants while other regulation will apply 
only to companies with bottleneck power. “Bottleneck power” describes a situation where 
consumers primarily single-home and rely upon a single service provider, which makes 
obtaining access to those consumers for the relevant activity by other service providers 
prohibitively costly.  

The Digital Authority could routinely collect data on digital transactions and interactions, 
with an emphasis on data from businesses with bottleneck power. These data – made public to 
the extent possible – would allow policy makers and researchers to assess the performance of the 
sector. The DA could have a mandate to create “light touch” behavioral nudges when they will 
make markets more competitive. An example of a regulation that would enhance competition is 
data portability. The DA could set up rules that allow users to easily port their data from one 
service provider to another and monitor compliance. The DA may also promote open standards 
in such areas as micro-payments and digital identities. Should Congress request it, the DA could 
oversee a mandate for interoperability in any market where market power has become 
entrenched and threatens long term harm to competition. The Report also suggests that the DA 
could carry out a parallel merger review that would be set up to incorporate necessary antitrust 
reforms and modern standards.  

Some regulations could apply only to firms that meet the DA’s definition for bottleneck 
power.  Because the cost of false negatives is high and there is uncertainty, the public interest 
requires the DA to take a more interventionist approach in these settings. The DA could have 
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merger review authority over even the smallest transactions involving digital businesses with 
bottleneck power because nascent competition against these entities is very valuable for 
consumers. Non-discrimination rules could protect against a complement that is a potential 
competitor of the platform itself, or one that operates only on the platform as a rival provider of 
content.  

When a company has been found liable for violating the antitrust laws, part of the current 
process is that antitrust authority devises a remedy to restore the lost competition. Data sharing, 
full protocol interoperability, non-discrimination requirements, and the unbundling of content 
from a platform are all tools that the regulator, in conjunction with the antitrust authority, could 
apply and monitor over time in order to restore competitive markets.  
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Important Features of the Digital Business Environment 

Digital technologies are a central driver of future prosperity, hopefully delivering waves 
of innovation, efficiencies, and consumer welfare. These technologies have revolutionized the 
way consumers shop and communicate, the way businesses deliver value, the way people work 
together in collaboration, and—the subject of this report—the overall dynamics of competition.  

These transformative changes, while immensely beneficial, have also triggered growing 
concerns about the power of a small number of firms to control and influence billions of lives. 
As an increasing volume and range of commercial activities have been digitalized, society has 
witnessed the emergence of certain key platforms and gatekeepers and a shift in market 
dynamics. 

This section outlines the key features of the digital environment to set the foundation for 
the discussion of problems and solutions. 

A. The Structure of Digital Markets   

1. An Economic Perspective on the Digital Market Structure 

Despite the predictions of some early observers that the internet would create 
competitive—even perfect—markets,44 certain digital firms have been able to acquire significant 
market positions and preserve them over time. Many of the most innovative internet-derived 
digital markets, such as search engines, social networks, network operating systems, ecommerce, 
and ride-sharing, are highly concentrated and have been dominated by one or a few firms for a 
number of years. The lack of entry of competitors in these important markets—despite high 
profits—suggests either barriers to entry or exclusionary conduct, or both. We first discuss the 
nature of entry barriers in digital platforms and why they are difficult for an entrant to surmount. 

1) A Unique Setting Subject to Tipping 

From an economic perspective, there is no single new characteristic that would make 
competition in digital platforms different from more traditional markets. Rather, it is the 
coincidence of several factors at a scale that has not been encountered before that makes the 
problem unique and requires new analysis of market structure and market power. In particular, 
the platforms with which this report is most concerned demonstrate extremely strong network 
effects, very strong economies of scale, remarkable economies of scope due to the role of data, 

                                                 
44 “The conventional wisdom regarding Internet competition . . . is that the unique characteristics of the Internet will 
bring about a nearly perfect market.” Brynjolfsson (2000): 563; “The traditional economic view suggests that . . . the 
Internet should reduce search costs for consumers and thereby reduce prices and make markets more competitive.” 
Brown and Goolsbee (2002): 482. 
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marginal costs close to zero, drastically lower distribution costs than brick and mortar firms, and 
a global reach. 

Markets with these combined features are prone to tipping—a cycle leading to a 
dominant firm and high concentration. Digital markets are prone to tipping for two primary 
reasons. First, because fixed costs play such an important role in digital markets, these markets 
feature especially large returns to scale. Second, many digital markets are driven by network 
effects that strengthen large incumbents and weaken new entrants.  

When markets are prone to tipping, the competitive process shifts from competition in the 
market to competition for the market. In that case, consumers may only benefit from competition 
among several firms for the relatively short time period in which the firms compete to be the 
ultimate winner of very large economic profits. The winner’s monopoly profits serve as the 
inducement for entry and investment. After a market has tipped, a potential rival for the market 
can only overcome the incumbency advantage of established networks through significant 
innovation. However, even an innovative entrant may not be able to create competition that 
benefits consumers in the presence of the factors that led to the tipping, leaving open a role for 
public policy to allow for competition for the market. Moreover, a competitor is even less likely 
to enter the market if the incumbent platform is able to leverage its powerful position to 
disadvantage or exclude potential entrants.  

There are many well-known problems that follow from lack of competition, including 
higher prices, less innovation, and lower quality in all its forms. Policy may be needed to address 
the cause of such symptomatic problems. In the view of this committee, protecting entry for 
existing and potential competitors is the most important way to protect or improve consumer 
welfare in digital platforms. Initial competition for a market should be conducted on the merits 
without any anticompetitive practices, and later entrants should face a level playing field and no 
exclusionary conduct as they contest the market. Regulation may be required to prevent 
incumbents from erecting improper barriers to entry.  

As it is traditionally recognized, the reward for the winner’s innovative activity is the 
ability to extract rent from the platform through the exercise of market power.45 However, we 
highlight three deviations from this principle. First, the winner must have “won” on the merits of 
its product, without the use of any anticompetitive conduct. Correcting illegal practices by 
dominant firms that have won in a tipped digital market can be difficult, but is necessary or the 
firm will earn profits from its illegal behavior—and harm consumers along the way. Second, the 
reward of the entire market that propelled the winner to innovate must be available to the next 
entrant. If the incumbent is able to withhold those rents by excluding the entrant, or reduce those 
                                                 
45 See United States v. Alcoa, 148 F.2d 416, 430 (2d Cir. 1945) (“The successful competitor, having been urged to 
compete, must not be turned upon when he wins.”) (Hand, J.). 
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rents by limiting the entrant’s share, then the pace of innovation will slow. The economic 
literature demonstrates that vibrant innovation and entry is the most important source of 
consumer welfare over time—hence the focus of the report on ensuring that entry functions well 
both when a market is created and thereafter.46 Third, there are sources of platform rents that 
society may determine through appropriate regulation should not be part of the winner’s reward. 
For example, investments in complements offered on the platform may be best incentivized and 
encouraged to compete if the platform owner is not entitled to exclude them. (As used in this 
report, a complement is a good or service offered on or through the platform that increases the 
value of the platform to a consumer.)  Digital markets at issue today may not have featured free 
entry and lack of anticompetitive conduct in the past. This report covers that case by describing 
how antitrust can be used to look backward, as well as forward, for antitrust violations. We also 
suggest regulation that can look forward to protect entrants, and thereby consumers, in these 
other cases. 

2) Increasing Returns to Scale 

Digital markets are used to exchange information goods and services. Typically, 
information goods involve increasing returns to scale because their production requires a fixed 
cost and no or little variable cost.47 In other words, when an additional user is served, costs do 
not go up proportionately. For example, an eBook, once produced, can be distributed at almost 
no cost to all users with access to the internet. The same holds for information services that are 
subject to fixed design and development costs and fixed maintenance and updating costs; Google 
can update Google Calendar for 100 million users with similar fixed expenses as would be 
needed for only a fraction of such users. 

In contrast to traditional media or cultural markets that have had to incur physical 
distribution costs, digital markets are largely able to avoid such costs. The fact that information 
services can be delivered to any geographic location with no or minimal cost is one reason for 
the abundance of such services. The capacity to reach a large scale at small cost changes the 
nature of business growth. While a traditional business often starts with local implementation 
followed by gradual expansion through investment as reputation and financial resources increase, 
many online businesses aim at rapid large-scale expansion. This rapid growth may reduce the 
length of the competition-for-the-market phase, as market winners can establish dominance and 
begin exercising their market power quickly. It took only five years for Facebook, the “move fast 

                                                 
46 See, e.g., Farrell and Klemperer (2007); Wen and Zhu (2018). 
47 Increasing returns to scale occur when the average unit cost decreases when sales expand. 
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and break things” company, to go from a million users in 2004, the year of its founding, to more 
than 350 million users in 2009, when it overtook MySpace for good.48 

The implications for market structure are well known: increasing returns to scale lead 
companies to invest in fixed costs in order to have the best product to attract customers.49 Then, 
with a larger customer base, the firm can enjoy lower average costs per consumer, allowing it to 
make an offer to consumers that is attractive in both quality and price. The increasing returns to 
scale create barriers to entry: New firms cannot offer the quality of the incumbent without the 
same large-scale operation to pay for the fixed costs. But the firm can only achieve a large scale 
if quality is high. Thus, a potential entrant, foreseeing that it will not be profitable at the smaller 
scale, will not enter the market to challenge the incumbent.  

3) Economies of Scope 

Platforms also have powerful economies of scope in the form of their relationships with 
users and brands. In digital markets specifically, scale offers an additional advantage. Firms can 
apply machine learning to extensive data sets to improve their products and expand their 
activities into new areas. Because machine learning yields better insights when it is trained on 
larger datasets, firms with access to large amounts of data can raise the quality of their services 
in ways that smaller firms cannot. This creates a form of dynamic economies of scale, allowing 
large firms with large amounts of data to raise product quality at lower costs than small firms. 
Firms may also be able to leverage the data, or the insights due to machine learning, that they 
receive from an existing service to enter into an adjacent market with a higher quality product, 
demonstrating a novel form of economies of scope. Combining mapping software in a platform 
that already offers email, for example, allows that platform to offer a higher quality restaurant 
recommendation product. Moreover, firms serving a larger customer base with a greater variety 
of products are able to generate more advertising revenue per consumer through more effective 
targeting.50 The development of machine learning technologies and data analysis is a source of 
increasing returns to scale and scope that can contribute to digital market concentration.   

                                                 
48 Albanesius (2009); Sedghi (2014). See also Levy (2014), reporting Mark Zuckerberg noting that “[w]e’ve 
changed our internal motto from ‘Move fast and break things’ to ‘Move fast with stable infrastructure’.” 
49 See generally Sutton (1991). 
50 Such economies of scope are leading to a rapid expansion of the capture and use of personal information by firms. 
For example, many large firms are starting to expand beyond internet platforms in order to collect more data from 
consumers. The rise of voice-assistant products (including Microsoft’s Cortana, Apple’s Siri, Google’s Google 
Voice, and Amazon’s Alexa) can enable firms to gather information from offline consumer behavior and then feed 
that information into online advertisement-targeting algorithms. One study estimates that major internet platforms, 
data brokers, credit card companies, and healthcare data companies derived nearly $76 billion in 2018 from selling 
personal consumer information directly or indirectly via targeted ads. Shapiro and Aneja (2019).  
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4) Network Effects  

Most information services involve some form of positive network effects, in which 
consumer benefit grows as the number of users increases. The simplest network effects flow 
directly from interacting with other users, as in social networks or peer-to-peer services, such as 
eBay or Venmo, where the more users there are on the network, the richer the users’ experience 
is likely to be. (In these examples the platforms choose not to be interoperable, so the network 
effects apply to a single firm, rather than an industry.) Multi-homing lessens network effects 
because a consumer can enjoy the size of both networks, rather than having to choose one. For 
example, a consumer that carries both Visa and American Express credit cards can shop at stores 
that accept either card, or both. Many other network effects are indirect, in that they are mediated 
by a “complement” to the network. A complement is a good or service that increases the value of 
another good or service to a consumer. For example, the ability to not only make calls, but also 
to play music on a handset increases the value of the handset to users. Complements today often 
come in the form of applications (“apps”) or a specific type of content. The more complements a 
platform has, the more popular it is with users. Just as customers of a popular app store receive 
an indirect network effect when more and better developers are attracted to app stores with big 
customer bases, customers of a widely-used social media site benefit from the many games 
designed for that social media site, which in turn are driven by the large number of consumers. 
These network effects can also be seen in recommendation systems or driving directions that 
exploit larger datasets of users’ purchasing behavior or travel paths to offer higher quality 
advice.  

Markets with network effects are prone to concentration because consumers benefit from 
being on the same network as other users. No one wants to be on their own social media site. 
However, when network effects are exhausted relatively quickly (as can occur, for example, in 
messaging apps51) or when there is heterogeneity in preferences (e.g. teenagers prefer not to be 
on the same social network as their parents52), the market structure may be oligopolistic.  

Some indirect network effects are multi-sided: A user of one type (e.g., a buyer) benefits 
from the participation of other types of users (e.g., sellers). For instance, in ecommerce 
platforms, which intermediate trade between sellers and buyers, a buyer does not directly benefit 
from the presence of other buyers but does benefit from the presence of more sellers—who are in 
turn attracted by the presence of the buyers. Multi-sided network externalities are prominent on 
the internet for two reasons. First, business models like ecommerce are plentiful. Second, and 

                                                 
51 To send a message to someone, a user only needs that single person to be on a particular messaging app, rather 
than everyone they would want to send a message to. This explains why many messaging apps can live alongside 
one another—WhatsApp, Snapchat, SMS, and Facebook Messenger all have significant customer bases. See “Most 
Popular Mobile Messaging Apps” (2019). 
52 Sweney (2018). 
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more importantly, a great deal of activity on the internet is financed by paid advertising on the 
relevant site. Advertising-financed services are platforms exploiting two-sided network effects 
between advertisers and consumers. Advertising can be more valuable when there are more 
consumers viewing a site, while consumers are attracted by content that may be of higher quality 
when financed by many advertisers competing for space. 

On multi-sided platforms, one or more sides may be subsidized if their participation 
attracts paying customers on the other side. Thus, we may see a monetary price of zero in one 
part of a very lucrative business model. Shoppers on eBay can buy without paying fees because 
eBay understands that fees would drive them away, whereas their presence draws in sellers who 
can be charged fees. Users of Gmail pay a monetary price of zero but allow Google to read their 
email so that advertisers can market to them based on personal information. Google can then 
charge a high price for the ads. Payment platforms such as credit cards or PayPal similarly 
charge end consumers low or negative fees because a large group of consumers bring in retailers 
who pay the payment platform for access. 

Network effects can lead to consumer-friendly competition at early stages. Economic 
theory and market observation indicate that during the phase when competitors are all trying to 
tip the market towards themselves, they compete intensely. This phase is characterized by 
vigorous competition between firms trying to build market shares and generate bandwagon 
effects. For example, Uber and Lyft have hotly contested the market for ride-sharing—and spent 
billions of dollars subsidizing riders’ fares along the way.53 One 2016 estimate suggested that 
payments from Uber customers covered only about 40% of the cost of their rides.54 If network 
effects are strong, however, the market will tip in favor of one competitor, who then becomes the 
monopolist.  

5) Low Marginal and Distribution Costs 

Digital goods often have low to zero marginal costs of expansion to another user, as 
mentioned above. Distribution costs, one of the major expenses of expanding in a brick and 
mortar world, are largely also zero on the internet. Indeed, poor internet infrastructure in the 
United States and elsewhere may be the main distribution cost for many digital platforms.55 
Some digital platforms do have positive distribution or marginal costs such as a piece of 
hardware, ecommerce warehouses, or maintenance of scooters for example. 

                                                 
53 Uber “has lost $12bn from its operations in total since 2014. … ‘We will not shy away from making short-term 
financial sacrifices where we see clear long-term benefits,’ wrote Dara Khosrowshahi, [Uber’s] chief executive.” 
Bond and Bullock (2019). In 2018, Lyft “lost more than $900 million after expenses.” McArdle (2019). 
54 Kaminska (2016). Many of the paradigmatic firms of the dot.com bubble also followed this strategy of subsidizing 
for growth—often sending the firm to oblivion. Bensinger (2012). 
55 See, e.g., FitzGerald (2019); Sheetz (2019); Google (2010). 
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6) Global Reach 

Lastly, many of the digital platforms we discuss in this report have a global reach. Those 
that are focused on licensed digital content, rather than user-generated content, must negotiate 
licensing and other legal issues in new jurisdictions. Reaching consumers in many languages is 
another cost of expanding globally, as is dealing with local transportation regulations. However, 
the total cost of expansion is generally lower than in traditional brick and mortar businesses. 

2. Barriers to Entry and Expansion 

In this section, we explore the implications of the characteristics discussed above and the 
possible effects of the increased market power created by barriers to entry. Outlined below are 
some of the drivers that make market power more sustainable and disruption less likely in digital 
markets.   

1) Cost and Benefit Barriers to Entry 

As mentioned above, network effects and scale economies are two significant barriers to 
entry. The winner in these settings has a massive cost advantage from its scale of operations, and 
a massive benefit advantage from the scale of its data. An entrant cannot generally overcome 
these without either a similar installed base (network effects) or a similar scale (scale 
economies), both of which are difficult to obtain quickly and cost-effectively. It is possible for an 
entrant to arrive with scale and an installed base because it is a competing digital platform. Such 
entrants may create effective competition for an incumbent platform that benefits consumers. 

Barriers to equivalent data resources, a side effect of not having the history, scale, or 
scope of the incumbent, can inhibit entry, expansion, and innovation.56 The same effects that 
drive the quality of digital services higher as more users join—a positive feedback loop—makes 
the strong stronger and the weak weaker.57 Data feeds the development of algorithmic and AI 
training processes that enables more profitable exploitation of consumer attention through 
advertising. A data advantage over rivals can enable a company to achieve a virtuous circle of 
critical economies of scale leading to network effects, and a competitive balance in its favor, 
leading to the gathering of yet more data. A new entrant is likely to experience this in reverse—a 
vicious cycle—as it fails to surmount the entrance barrier.  

Choosing a business model that is scalable, and has strong economies of scale, is of 
paramount importance to creating entry barriers. A social media platform that chose to monitor 
harmful content might need to hire many workers to keep ahead of users that game the 

                                                 
56 The key themes below are discussed in greater detail in Ezrachi and Stucke (2016). See also Ezrachi and Stucke 
2018) (on file with authors). 
57 OECD (2014): 29 (citing Shapiro and Varian 1999). 
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algorithms. Hiring workers is costly, slows down the ability to grow, and makes the platform less 
profitable both in the short run and in the long run by limiting economies of scale. A platform 
aiming to tip the market in its favor quickly will not choose this business model if it can gain 
consumers at lower cost. 

Because cost and benefit barriers are so powerful, digital platforms have powerful 
incentives to pull slightly ahead of any rival. Due to the positive feedback loop described above, 
a small advantage can turn into a large one. This powerful incentive to disadvantage a competitor 
raises the possibility that some competitors will choose to violate the antitrust laws in order to 
stay ahead. In general, to maintain or improve their competitive advantage, incumbents have 
strong incentives to limit openness or interoperability and to be averse to data-portability 
policies. For example, in a recent case, the upstart ethernet switch firm Arista alleged that the 
incumbent Cisco encouraged openness and interoperability while it was dominant, but once a 
rival mounted a serious challenge, claimed copyright protection on the previously open user 
interface, thus cutting off the entrant from locked-in users.58  

2) Barriers to Entry Created by Consumer Behavior 

Market power is, ironically, generated by the very consumers who are harmed by it. 
Consumers do not replace the default apps on their phones, do not scroll down to see more 
results, agree to settings chosen by the service, and take other actions that may look like poor 
decisions if those consumers like to choose among options and experience competition. Often the 
actions needed to generate choice for the consumer seem trivial, such as a download and 
installation, opening another app, or a few clicks. Consumers make these “mistakes” because of 
inherent behavioral biases such as discounting the future too much and being too optimistic. The 
situation is worse when the information needed to counteract bias is hard to obtain. For example, 
consumers tend not to run the same search on a different search engine to compare the results, so 
they may never find out the relative quality of the default search engine they use. 

Research into behavioral biases and their consequences is several decades old and has 
already produced ample and convincing evidence of the nature and existence of these biases on 
the part of consumers. In 2002, Daniel Kahneman received the Nobel Prize in Economic 
Sciences for his pioneering work on behavioral economics.59 Fifteen years later, the Nobel Prize 
was awarded to Richard Thaler in recognition of the progress of research in this domain and of 
the huge amount of knowledge that has been produced.60  

                                                 
58 Wolfe (2018); Clark (2016). 
59 “Daniel Kahneman—Facts” (2019).  
60 “Richard Thaler—Facts” (2019). 
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In his Nobel lecture, Thaler pointed to the key insight from Kahneman and Amos 
Tversky: people exhibit “bounded rationality,” meaning that in a complex world they use 
consistent rules of thumb to make predictions and decisions. Thaler called on economists to use 
“psychological realism” to improve their understanding of human decision making.61 That 
psychological realism combined with the economics toolkit produced the field of behavioral 
economics. 

Behavioral economics has had a profound influence in the conduct of economic policy 
that will become even more prevalent as more knowledge is digested and applied.62 It is of great 
relevance for our understanding of internet economics because, as information flows improve 
and some physical barriers are removed, human factors are more likely to provide the frictions 
that have increasing effects on market outcomes. These frictions in decision-making, and the fact 
that consumers can be manipulated to take advantage of their biases, render consumers sticky—
that is, people are slower to move to a superior product than they would be absent the 
manipulation. This in turn makes demand less contestable and less favorable for an entrant.  

One lesson from behavioral economics is that small differences (nudges) in how choices 
are presented can have large effects on what choices people make.63 A nudge to use a particular 
browser as a default, for example, can entrench a platform’s browser. Another lesson is that 
consumers overweight their immediate benefit relative to their welfare in the future. A consumer 
searching for a solution to a particular problem will be inclined to click or use the first result or 
recommendation, rather than searching on another page or scrolling down to examine many 
listings. The tendency to choose in this manner entrenches the market power of the platform that 
can control the display of content. Similarly, consumers’ preference for instant gratification may 
lead them to sign away privacy rights they otherwise say they value.64 This allows incumbent 
platforms to gather data from these consumers that further entrenches their market position. In 
general, the findings from behavioral economics demonstrate an under-recognized market power 
held by incumbent digital platforms. 

A second way consumers create entrenched market power is by single-homing. A multi-
homing user, for example, checks the price of a ride on both Uber and Lyft each time she needs a 
car. A user that single-homes bestows market power on the platform she uses exclusively 
because advertisers and other content providers can only get the user’s attention by going 
through that platform. While users sometimes have the ability to employ multiple services, there 

                                                 
61 Thaler (2018).  
62 See, e.g., Sunstein (2013); Thaler and Sunstein (2003). 
63 Thaler (2018): 1283. 
64 Acquisiti, Taylor, and Wagman (2016); Acquisti, Brandimarte, and Loewenstein (2015); Acquisiti (2004); see 
also “Americans’ Attitudes About Privacy” (2015): 17 (reporting that 74% of survey respondents believe it is “very 
important” to be “in control of who can get info about you”). 
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is usually a convenience cost to doing so. Making multi-homing easier will be a key element in 
encouraging competition. 

3) Barriers to Entry Created by an Incumbent Rival 

Because platform market power is higher when users single-home, platforms try to get 
users to do so. Sometimes this results in higher quality services: A mapping service can alert a 
user that it will take 45 minutes to get to the airport when it sees a flight entry on the user’s 
calendar. If the user buys those services from different platforms, she does not get the alert and 
experiences lower quality. However, it is often possible for the data from one service to be read 
by a rival, so platforms may also encourage single-homing by preventing interoperability. 

By limiting a rival’s access to data, dominant firms can make exclusive reliance on their 
service either inevitable or the clearly best decision. Sharing data or allowing access to certain 
pieces of information is often feasible at a technical level, but it is not normally in the interest of 
the platform that could lose its users. For example, Google has been able to limit its users from 
visiting (multi-homing on) competitors such as Yelp by displaying their information in the 
search window directly.65 To some extent, the limited switchability to the rival is driven by 
asymmetric information in two places. First, consumers are generally not aware of, or attentive 
to, the costs of failing to switch; for example, the quality of the content and the extent to which 
the platform steers consumers to inferior content or product choices may be hard to see. Second, 
there is often no way to compensate the consumer directly with lower prices—as an entrant such 
as Warby Parker can do by selling eyeglasses directly to consumers at a lower price—because 
the money price of services from a platform is often fixed at zero for both the incumbent and the 
rival.66 

For all of these reasons, digital platform market power can become entrenched. The 
United Kingdom, the European Commission, Australia, and Germany have all published reports 
concluding that digital platforms’ market power has indeed become entrenched.67 Surmounting 
the existing barriers to entry created by consumer behavior, cost structure, public policy, and any 
past anticompetitive conduct is extremely difficult. This fact has direct effects on consumers: 
without entry or the credible threat of entry, digital platforms need not work hard to serve 
consumers because they do not risk losing their consumers to a rival. 

                                                 
65 Duhigg (2018). 
66 See, e.g., European Commission (2017). Indeed, as the U.K. Competition and Markets Authority has found, even 
in industries where prices exist but there are substantial search frictions, consumers do not make choices that would 
give them substantial savings. See note 74, infra, and associated text. 
67 See Furman (2019): 75; Crémer (2019): 112; Australian Competition (2018): 35; Schweitzer (2018): 2. 
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B. How Big Data Affects Digital Products and the Sale of Advertisements 

1. What Makes Data Big? And Does Big Data Harm Consumers? 

1) Targeted Advertising 

Technology firms claim that they perform machine learning on big data, and that doing 
so gives them both a competitive edge over rivals and allows them to better tailor their services 
to their consumers. How might this work in practice? Consider a search engine with information 
about a given user’s search history, including the fact that this user recently searched for a 
specific pair of Nike running shoes. The ad service can more effectively spend advertisers’ 
budgets by showing the user ads focused on running-related products (or similar shoes to those 
the user searched for). Advertisers will get a greater return on investment because more of their 
ads will be shown to users who have demonstrated interest in running products—possibly very 
similar running products to the ones being advertised. Moreover, users may actually prefer 
seeing ads for other running products compared to more generic ads. The more personalized 
matching of advertisement to potential customer would appear to help both the producer and 
consumer of the advertisement.  

This simplified example of personalized advertisement uses very little information about 
a particular user (only that she had a particular search query) and little to nothing about other 
users or another augmenting dataset, with the exception of a database of running-related items. 
Indeed, this level of personalization could be similarly achieved in many low-tech spaces (e.g., 
running products advertised in running magazines, whose readers have expressed interest in 
running simply by reading the magazine). What is different about personalized advertisement if 
the ad server has much more data at its disposal? 
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Box I 
Platform vs. Brick-and-Mortar Advertising and Targeting 

Traditional brick-and-mortar stores and online platforms differ greatly in their advertising and 
personalization capabilities.  
At the highest level, local grocers tend not to force shoppers to identify themselves when they 
shop, rarely verify identification if used, and rarely have the ability to merge purchase history 
with other detailed information from other aspects of their customers’ lives to design targeted 
advertising. Online retailers, on the other hand, almost always require account creation for 
purchasing, verify this information for each transaction, and have direct or easy access to 
detailed non-shopping information about their customers. 
Local grocery stores are capable of some data collection and personalization. For example, they 
normally know that a majority of their customers live relatively close to the grocery store, so 
they can rely on their knowledge about the general demographics of the neighborhood 
population. The stores may also ask that consumers use a loyalty card to receive discounts, 
which then allows them to track per-customer purchasing patterns, offer particular customers 
with certain purchasing patterns particular coupons or free products, and see the result of such 
offers on a user’s purchase history. Nonetheless, the effectiveness of these methods is limited 
in comparison to digital shops. Consumers normally retain the option to buy full-priced 
groceries without tracking (pay in cash), or to intermittently switch their cards with other 
people they know (for example). More importantly, even if grocers used fingerprints or other 
unique identifiers to remove the possibility of anonymity, the data they would track would still 
be entirely comprised of grocery purchase history for its customers.  
This limitation does not apply to digital platforms. Online groceries require a customer to make 
an account prior to allowing any purchase. Thus, all purchases belong to a particular account, 
which also contains identifying information about a customer including their search history, 
billing, shipping, and email addresses. This ensures that (potentially) all search history and all 
purchases sent to a particular address (or paid for with a certain mailing address) can be collated 
and analyzed by the seller and used to design offers or other services for a customer. If this 
seller has a broader set of services than just grocery retail (for example, the seller is Google or 
Amazon), the information they can collate together with this purchase history might include 
email transcripts, calendar information, or search and purchase history of non-grocery 
products, amongst others.  
All of this information can allow for much more aggressive marketing to a particular consumer, 
based on many aspects of their lives beyond their historical grocery shopping habits. A grocery 
store can take advantage of hungry shoppers by placing a representative selection of junk food 
in the checkout line. A digital platform, by contrast, can design an individualized tempting 
“checkout offer” based on that particular consumer’s purchase history, current behavior, time 
of day, and the emotional content of recent communications.  
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2) Dimensions Along Which Data Can Be Big 

In order to discuss the use-cases of large-scale datasets in online personalized advertising, 
it helps to define in what sense a dataset can be big. Big data commonly refers to two very 
different properties of a dataset: either that the dataset has many people’s data in it, or that the 
dataset has a great deal of information about each person in the dataset. For simplicity we refer to 
the former as “large population datasets” and the latter as “high dimensional data.” These distinct 
ways in which a dataset can be big enable very different uses.  

Large population datasets allow the possessor to infer both unknown attributes of current 
users, and statistical facts about individuals not currently in the dataset. If the dataset contains 
many instances of users’ queries along with their locations at the time they made those queries, 
an advertiser could use future users’ locations to help predict what those users might search for 
or be interested in seeing advertisements about. Numerous statistical techniques can be used to 
show that, for a large population dataset, simple statistics that hold true on the dataset should also 
hold true for fresh users, assuming they come from a similar pool as those in the dataset. For 
example, if 30% of queries in the database originating from Cape Cod searched for lobster rolls, 
there is a 30% chance that a query made by a future user based in Cape Cod will be for lobster 
rolls, assuming the user is visiting in a similar time frame that the dataset was gathered in, 
arrived at the search engine in a manner similar to other dataset users, and the number of queries 
in the dataset originating in Cape Code is sufficiently large. If the dataset has many queries but 
fairly few from Cape Cod, statistical techniques will provide lower confidence in their ability to 
predict future queries emanating from Cape Cod. 

High-dimensional datasets allow for different uses than large-population datasets do. 
Suppose a dataset contains only a few users, but each user’s entry contains their entire email 
history. A quick read of a user’s recent emails could give an advertiser a very clear window into 
what that user might be looking to purchase. The richness of a given user’s data entry can 
describe in great detail many facts about her, including her future travel itineraries, plans for 
large purchases, information about her career and social networks, and so forth. Looking only at 
that user's information, a deft advertiser could likely select any number of products this user 
would be much more likely than an average person to find interesting. Hotels in Cape Cod would 
much prefer to advertise to a user if her recent emails describe travel plans to Cape Cod. 
However, if only three or four users belong to the dataset, an advertiser can learn very little about 
new users from studying the rich but poorly-populated dataset; again, statistical techniques have 
much lower confidence when the datasets they operate on are small.  

The most useful datasets, from the perspective of an advertiser or other service provider, 
are large in both senses: they contain rich information about a huge number of people. This is 
even more true when the rich information contains different types of data, for example, email, 
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location, and search queries. A dataset of this type allows the provider to both learn high-level 
population statistics (for which it needs a large population in its dataset) and to carefully tailor its 
ads to each individual in its dataset (because it has very rich information about users in the 
dataset). Even more interestingly, the complexity of population-level statements one can make 
from such a dataset increases. This occurs both because each user's data has more dimensions, so 
there are more relevant hypotheses to explore, and because as the number of users in the dataset 
grows, so does the statistical significance of any particular statement that holds for the dataset. It 
is possible that we will see in the future a trend towards better algorithms allowing platforms to 
use less data and still target well.68 However, it seems that data with enough volume and 
specificity will always be needed to develop these algorithms. 

3) Accuracy (and Utility) May Display Increasing Returns 

Entrants could have an opportunity if marginal returns were to fall as providers’ datasets 
grow, because the incumbent’s marginal cost of acquiring new data would eventually exceed the 
marginal value. But a simple model shows this may not be the case. Given a fixed dataset of a 
particular number n of individuals with a certain number k of features (also referred to as 
attributes), the dataset owner does not face decreasing marginal returns with respect to either n or 
k.69  

Why might datasets show increasing marginal returns in either the number of features or 
the number of rows already present in the dataset? For a formal treatment of this question, please 
see the discussion below which works out in detail a particular example in the advertising 
domain. Informally, imagine you are trying to sell a service to people who live in Manhattan and 
are planning a wedding. Knowing either that a person lives in Manhattan, or that they are 
planning a wedding, may make almost no difference in determining their willingness to use the 
service because both are very low-probability events, while having both pieces of information 
together allows the Manhattan wedding planner to easily pinpoint interested consumers. More 
generally, as a firm accumulates more information about more people, its marginal returns to 
new data need not fall. 

This last point helps us understand why data has increasing marginal returns. Even if the 
dataset is large enough that it allows a company to make accurate inferences about a given 
population, the company will always benefit from having specific information about a given 

                                                 
68 For example, during the 2019 ANTITRUST AND COMPETITION CONFERENCE - DIGITAL PLATFORMS, 
MARKETS, AND DEMOCRACY: A PATH FORWARD, Hal Varian, Google’s chief economist, pointed out to the 
Imagenet Large Scale Visual Recognition Challenge 2017 as an example of this trend – see http://image-
net.org/challenges/LSVRC/2017/index ; See also Varian’s presentation at 
https://www.youtube.com/watch?v=mlBWWHoouH8. 
69 This holds even in “natural” settings, where each member of the dataset is drawn identically from a normal 
distribution. 

http://image-net.org/challenges/LSVRC/2017/index
http://image-net.org/challenges/LSVRC/2017/index
https://www.youtube.com/watch?v=mlBWWHoouH8
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individual, allowing it to become more and more confident about what the consumer wants, and 
to better tailor its services and ads.   

Companies therefore have no incentives to stop looking for and accumulating new pieces 
of data, entrenching incumbents with large datasets vis-à-vis entrants with smaller databases. 
Consumers on the internet leave numerous traces of their activities across a range of applications 
(for example, their location, what they buy, who they talk to, and what they say), and technology 
allows platforms to identify and analyze these traces. The amount of data on individual behavior 
that can be collected, merged, analyzed, and stored is rising, and the combination of different 
dimensions of data generates valuable information about individuals’ tastes and behaviors. As 
individuals rely more and more on a platform to organize their lives through their online social, 
cultural, or economic activity, their data become more informative about their future choices and 
firms are willing to pay to influence those choices. Furthermore, the emergence of the Internet of 
Things means that platforms will have access to yet more data generated by home appliances, 
cars, and other devices. Indeed, consumers’ devices can now track eye movement, mouse 
movement, body movement, and body position. In parallel with the evolution of the internet that 
made tracking of billions of individuals possible, advances in data mining and artificial 
intelligence have enabled firms to learn more from data than was conceivable a few decades 
ago.70  

Many digital markets have tipped and therefore there are only a few entrenched platforms 
able to gather this breadth of data. As Alessandro Acquisti and colleagues concluded in a recent 
study, “a few ‘gatekeeper’ firms [will be left] in a position to control the tracking and linking 
of . . . behaviors across platforms, online services, and sites.”71 When data exhibit increasing 
returns to dimensionality and size, platforms that can track many users across those dimensions 
will have economies of scale and scope; they will be able to sell more valuable advertising.  

Nonetheless, this targeting can also raise the quality of services provided by platforms. 
When they can identify individual tastes at fine levels and personalize their services to this taste, 
they often improve people’s lives. Search engines can better answer queries or find a nearby 
destination, cultural and news websites are able to suggest well-suited content, and ecommerce 
websites can improve matching between buyers and sellers. These are all part of the consumer 
benefit described previously. 

                                                 
70 Jaron Lanier, a creator of virtual reality, has warned of the problems associated with a “surveillance economy” in 
which users of digital tools and platforms would be enticed to give up personal data in exchange for “free” products 
and access. Lanier (2013). The data, Lanier argues, could then be monetized by the owners of the platforms and 
applications, largely through the sale of the data to advertisers and others finding value in the users’ personal 
characteristics and proclivities.   
71 Acquisiti, Taylor, and Wagman (2016); Acquisti, Brandimarte, and Loewenstein (2015): 444. 



 
 

49 
 

4)  Types of Data 

The definition of what constitutes a consumer’s data can become complicated. Suppose 
the consumer’s data and those of similar consumers allowed the service to infer characteristics 
about the consumer (for example, that she has a tattoo) without any action or communication on 
the topic by the consumer. Is this piece of information part of the “consumer’s” data, or is it the 
intellectual property of the algorithm owner? 

The Vestager Report and the Furman Report categorize data as volunteered , observed, or 
inferred. Volunteered data is intentionally provided by the user to the service -- for example, 
when a user provides their favorite TV shows to a service in order to receive recommendations. 
Observed data, such as the history of shows that the consumer actually watches, are 
automatically gathered by a service. Some observed data may not be intentionally provided by 
users if they do not understand the privacy protections in the service -- for example, location 
tracking of a person using a video app. Finally, the service can process volunteered and observed 
data to infer additional information about the user or a group of users.72 We include (but do not 
always distinguish among) all these types of data in this report’s discussions. 

 

                                                 
72 See Crémer (2019): 25. Famously, Target claims to have been able to predict a customer’s pregnancy before she 
knew about it. Duhigg (2012). 
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Box II 
Why Data Has Increasing Marginal Returns 

For a particular dataset, suppose the first feature is the one the owner wants to predict for 
future users. For example, this feature might refer to whether or not a user will book a 
particular hotel if shown an advertisement for it. If k=2, and the second feature represents the 
home zip code of a user, there might be some limited ability to predict interest in a hotel 
based on this zip code being sufficiently far from the hotel. If k=3, consider the case where 
the third feature refers to the annual household income of each person. 
With both zip code and income available, we can express much more complex prediction 
rules for interest in hotel X. For example, we could predict that a user will book the hotel if  
 

𝛼𝛼 ∙ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 + 𝛽𝛽 ∙ 𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑑𝑑 ≥ 𝛾𝛾, 
 

for some α, β, γ ≥ 0. If the true relationship between these three features is in fact linear, then 
the utility of gathering the income variable will be marginally decreasing in the set of other 
(linearly relevant) features.  
However, it might be that the best prediction of whether a hotel will be booked is a nonlinear 
function of distance and income; perhaps a person will book exactly when they live far 
enough away and make at least a certain amount of money: 
 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ≥ 𝛼𝛼 and 𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑑𝑑 ≥ 𝛽𝛽 
 

where users with distance > α and income > β make up 10% of the distribution. Suppose 40% 
of the users have distance > α, and 40% of the users have income > β. 
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2. Data Control and Ownership 

1) Status Quo 

In the United States at present, a consumer has no property or control rights over their 
data. This stands in contrast to Europe, where the GDPR sets a standard for what a digital 
business can do with a consumer’s data.  

Why Data Has Increasing Marginal Returns (Cont.) 
Knowing a user’s zip code (and corresponding distance) gives some limited ability to predict 
when both the income and distance are sufficiently large, but knowing both the zip code and 
income will allow them to perfectly predict the 10% of the population that might have 
interest in staying at the hotel. For this reason, the utility of data owners need not be 
marginally decreasing in the set of features they have.  
To be explicit, fix an advertising firm for the hotel. If the advertising firm purchases the 
ability to see each potential advertisee’s zip code, then showing the advertisement to 
customers as a function of their distance is now possible. For example, the advertiser could 
only show the advertisement to customers whose distance is more than β, increasing the 
probability that the ad is shown to an interested party from 10% to 25%. If the firm then 
acquired the ability to estimate each advertisee’s income, it could use both features together 
and only show the advertisement to customers with both income > α and distance > β. 
This would raise the probability that a targeted advertisee would be interested in the ad from 
25% to 100%. The two features are otherwise identical, and so it would also be the case that 
first acquiring income and then distance would raise the probability of an advertisement 
reaching an interested customer from 10% to 25% to 100% if one started with no features, 
then added income, then distance. Therefore, the utility increase which comes from adding 
distance first is .15 * (value of showing the ad to an interested customer), while the utility 
increase from adding distance after first acquiring income is .75 * (value of showing the ad to 
an interested customer). That is, the distance feature is more valuable after first learning 
about income (and vice versa). This shows that the value of features may not be marginally 
decreasing in the set of features accrued thus far.  
One can also use the same sort of relationship to argue that the dataset owner's utility need not 
be marginally decreasing in n, the number of people in the dataset. Again, suppose one can 
only predict interest in the hotel with the conjunction of zip code and income information, but 
that this relationship is not a priori known to the dataset owner, and they are instead trying to 
learn how to predict hotel interest based on a dataset they have available to them. Using 
statistical techniques, it won’t be possible to learn rules of this form (if x and y then z) to a high 
degree of accuracy unless the dataset has sufficiently large n. The utility of adding additional 
people to the dataset can increase as the dataset grows, depending on the owner's utility for 
accuracy of the learned model. 
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In the U.K., regulators have sought to give consumers useful control over their financial 
data. After a lengthy investigation showed that consumers rarely switch banks despite large gains 
to doing so, regulators sought to use Open Banking to give people the ability to seamlessly move 
between banks.73 The Open Banking Initiative allows consumers to obtain, see, and transmit 
their banking activity in a standardized and secure fashion to regulated and approved third-party 
firms.74 This is an example of data portability. Theory suggests that consumers will use that 
power to move their business to banks that lower prices and improve services. If Open Banking 
causes more competitive outcomes, it may provide a strong model for regulated portability and 
interoperability in other markets.75 The Vestager Report defines protocol interoperability and 
data interoperability as stronger than data portability because they allow continuing 
communication between two services. It defines full protocol interoperability as a complete 
linking of the two services in a way that reduces network effects. We will return to these 
concepts below. 

Data intermediaries collect consumers’ information that they then sell to third parties. 
These intermediaries may be large websites obtaining the information through their service to 
consumers, or data brokers. Data have specific features that make this market unusual. For 
example, data are “non-rivalrous” meaning a broker can sell the same dataset to many buyers and 
still retain it, unlike, for example, the sale of apples. Once you’ve sold an apple, you’re out an 
apple; once you’ve sold a given piece of information to one buyer, you can sell it again to 
another buyer. A key feature of data in this context is that data may be either directly shared with 
the buyer, or withheld (to prevent the buyer from achieving its own economies of scale and 
scope) but embedded into a service the buyer wants, such as targeting advertising.76  

2) Externalities 

What can a person do with ownership over her data? The previous section describes two 
ways in which data might be used: First, it might be used to tailor services to a given person; 
second, it might be used to learn patterns that hold on average for the population from which the 
dataset was drawn. The former does not necessarily transfer any knowledge about one customer 
to the treatment of another, while the latter aims to learn about some fraction of a dataset and use 
that information to affect interactions with future customers. Note that this use of data creates 
externalities between consumers. Purchase or travel patterns by one person are used to create 
recommendations or suggestions for similar people, where “similar” is determined by machine 
learning. For this reason, the value of an individual person’s data is more than the value of using 
                                                 
73 Smith et al. (2016). 
74 U.K. Competition (2017); see also Open Banking Ltd. (2018); Manthorpe (2018). Third party firms that 
customers can elect to give data access are regulated and approved by the Financial Conduct Authority. U.K. 
Financial (2017). 
75 There are some signs that Open Banking has seen early success. Furman (2019): 70. 
76 Bergemann and Bonatti (2018b); Bergemann and Bonatti (2018a). 
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it to market to them. A customer whose data predicts the behavior of many other consumers is 
very valuable to a platform.  

3) Deletions 

One might simplistically think that “owning” one’s own data gives a person the ability or 
right to delete it. The ease with which a customer’s data can truly be deleted depends on the way 
the firm has created and is using that data. If a user’s own data is used only to personalize her 
experience, deleting her data will mean that the dataset—and the service’s subsequent 
behavior—has no trace of the customer ever belonging to the dataset. If, however, the service 
used the customer’s data to inform population-wide behavior (by analyzing the dataset including 
this customer and storing the results of those analyses), merely deleting the customer’s data from 
the dataset does not truly erase her presence—her data will still have a lasting effect on the future 
behavior of the service.  

For example, suppose the service scans the dataset for one representative user from each 
zip code and remembers the purchasing history of each representative user. Even if the service 
removes the initial entry corresponding to a particular user in the original dataset, if the service 
still uses this set of representative users’ purchasing histories, some of the user’s data can still 
remain in the system. While this example may seem contrived, many machine learning methods 
do some amount of memorization of some subset of their training data.77 

Beyond memorization, there are other, more subtle ways in which a user’s data can affect 
the long-term behavior of a system and what information the system holds on to. The natural tool 
to restrict how much a system’s information is affected by one user’s data is to impose 
differential privacy. Loosely speaking, differential privacy restricts the statistics created from the 
dataset to not reveal if any particular person or observation is in the dataset.  

4) Transparency, Choice, and Fraud 

According to the Federal Trade Commission, the market for data suffers from a lack of 
transparency.78 Most consumers have no idea how much information is being collected about 
them, sold, and used to make a profit.79 One way in which digital platforms exploit their market 
power is by requiring consumers to agree to terms and conditions that are unclear, difficult to 
understand, and constantly changing. The terminology in these contracts is legal and the 
documents are often lengthy; the consequence of the different clauses is difficult to understand 
and foresee. Moreover, the user of a device or platform makes a choice to sink investments 

                                                 
77 For example, support vector machines are explicitly recorded as a small number of datapoints on which the model 
was learned. 
78 Federal Trade Commission (2014). 
79 Federal Trade Commission (2014): 42.  
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(posts, calendars, media, and so on) in a particular platform at a moment in time when a 
particular user agreement is in force. After the device or platform updates its terms of service, a 
user may be locked in. Having bought a phone, they won’t immediately want to switch; having 
built a network of friends, they often won’t want to leave. Thus, the user does not have the same 
set of choices as she did the first time she hit “agree,” and some agencies have argued this is no 
longer a free choice.80 Lastly, a digital platform may describe its data-use policy in its terms of 
service and then deviate from that, rendering the initial statement fraudulent.81  

 

3. Digital Platforms are Characterized by Free Services 

“Free” is not a special zone where economics or antitrust do not apply.82 A free good is 
one where the seller has chosen to set a monetary price of zero and may set other, non-monetary, 
conditions or duties. Zero is a number, just like 10 is a number. If a competitive price is $10 
while the realized price is $15, there is a $5 markup above the competitive price. This is the same 
harm the consumer bears when the competitive price is -$5 (at this price the digital platform is 
actually paying the consumer for her data and information in addition to providing her with 
services) and the realized price is $0.  

                                                 
80 Bundeskartellamt (2019) (determining that Facebook’s take-it-or-leave-it under agreements constitute “abuse of 
market power”). 
81 See, e.g., Romm and Dwoskin (2019). 
82 See, for example, the current head of the U.S. Department of Justice’s Antitrust Division describing the challenge 
faced by his division of defining markets when goods are free. Delrahim (2019) (arguing, without regard for quality 
effects, that traditional antitrust market definition cannot work because “[w]e cannot look at the effects of a five 
percent increase in price because five percent of zero is still zero”). See also id. (arguing that “[c]hoosing variables 
for measuring market shares also can be more complicated where shares of revenue is not an option”).   

Box III 
Digital Identities 

Perhaps the next major shift in digital competition will be the quest to control the identification 
market. Once we create an account with any digital platform, we create a digital identity which 
incorporates select data on age, sex, address, email address, preferences, and, frequently, much 
more. These digital identities help companies identify and tag users to the data they generate, 
be it transactional, social, simple web navigation or even meta data. Digital identities work like 
access and tracking mechanisms, allowing a user to surpass a wall in exchange for enabling the 
company to link the data to a given dataset (e.g., using a Facebook login to access a website). 
Identity data and control is highly valuable and platforms can monetize it in many ways. They 
can use it to personalize services and charge subscription fees, provide advertising or market 
intelligence, or as a way to increase bottleneck power and charge companies for user access . 
The more privacy protection technologies grow and limit widespread data collection online, the 
more being the single identification point for users will grow in importance and value.  
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Barter is a common way in which consumers pay for digital services. They barter their 
privacy and information about what restaurants they would like to eat in and what goods they 
would like to buy in exchange for digital services. The platform then sells targeted advertising, 
which is made valuable by the bartered information. But, in principle, that information has a 
market price. It is not easy to see if the value of any one consumer’s information is exactly equal 
to the value of the services she receives from the platform. However, many digital platforms are 
enormously profitable, and have been for many years, which suggests that in aggregate we do 
know the answer: the information is more valuable than the cost of the services. The economics 
literature has modeled this setting and is able to define a data markup.83  

The current inability to use both positive and negative prices for digital goods means that 
the policy discussion cannot focus on dollars alone as the unit of cost. Rather, digital platforms 
should be analyzed using both price and quality. “Quality-adjusted price” is a metric often used 
by economists in this situation. If a platform’s price is fixed at zero and the quality of the service 
improves, then its quality-adjusted price has fallen. Conversely, if a platform’s price remains 
zero but its quality falls, its quality-adjusted price has risen. When the price is fixed at zero, it is 
possible to track quality-adjusted price over time: the movement in quality accurately reflects 
quality-adjusted price.84 

Online platforms offer many services for zero monetary price while they try to raise 
participation in order to generate advertising revenue. Free services are prevalent on the internet 
in part because internet firms can harness multi-sided network externalities. While the low price 
can be a blessing for consumers, it has drawbacks for competition and market structure in a 
world where institutions have not arisen to manage negative prices. Because there is currently no 
convenient way to pay consumers with money, platforms are able to mark up the competitive 
price all the way to zero. This constraint can effectively eliminate price competition, shifting the 
competitive process to quality and the ability of each competitor to generate network 
externalities. Depending on the context this may favor or impede entry of new products. For 
example, entry will be encouraged when a price of zero leads to supra-competitive profits, and 
impeded when a zero price prevents entrants from building a customer base through low price. 
Moreover, unlike traditional markets where several quality layers may coexist at different price 
levels (provided that some consumers favor lower quality at low price), markets where goods are 
free will be dominated by the best quality firm and others may compete only in so far as they can 
differentiate their offers and target different customers. This strengthens the firm’s incentive to 

                                                 
83 Bergemann, Bonatti, and Smolin (2018). 
84 The European Commission has noted the importance of assessing product quality in zero-price settings. Esayas 
(2018). 
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increase quality through increasing fixed costs in order to attract customers (known as the Sutton 
sunk cost effect) and further pushes the market toward a concentrated market structure.85 

It is a puzzle that, to date, no entrepreneur or business has found a way to pay consumers 
for their data in money. For example, a consumer’s wireless carrier could aggregate 
micropayments across all manner of digital destinations and apply the credit to her bill each 
month. It may be that adverse selection, transaction costs, and coordination difficulties create too 
large a barrier for today’s entrepreneurs, though technical solutions like a verifiable digital 
identity, mentioned above, would combat adverse selection.86 Furthermore, a carrier that could 
bargain effectively with platforms on behalf of its subscribers for high payments would likely 
gain subscribers. Notice that an easy method to pay consumers, combined with price competition 
for those consumers, might significantly erode the high profits of many incumbent platforms. 
Platforms likely have no economic incentive to work diligently to operationalize negative prices. 

  

                                                 
85 Sutton (1991). 
86 Posner and Weyl (2018). 
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Problems Arising in Digital Markets 

The changing market dynamics, outlined above, raise doubts about the market’s ability to 
ensure ongoing innovation and competition. Increased concentration levels, market power, 
network effects, and control over data and analytics have in many digital markets tipped the 
market in favor of the incumbents. 

The theme we return to throughout this report is the difficulty of entry into digital 
platform businesses once an incumbent is established. Whether the entrant is vertical or 
horizontal, has succeeded to some degree, is nascent, or is a potential entrant, its existence 
improves consumer welfare. Either the entrant provides more choice, different features, and a 
chance of higher quality, or the threat of those outcomes spurs the incumbent to provide lower 
prices, higher quality and innovation, and to do so more quickly. 

By focusing on this feature of digital platforms, we are highlighting the cause of the 
market power, not its result. Absent entry barriers of the type discussed above, the tremendous 
amount of profit available in these markets would stimulate entry. Protecting competition in 
these markets requires protecting competitors. Entry and potential entry create more competitors 
(in expectation), and that increase depends on competition working effectively so that a 
meritorious entrant can successfully dethrone the incumbent.  

The categories of economic harms to consumer welfare from digital platforms are the 
standard ones: price, quality, and innovation. The report will primarily emphasize quality and 
innovation harms due to their greater complexity and generality. For example, by excluding 
competitors, dominant firms do not need to innovate as hard as they otherwise would be required 
to keep their customers. Likewise, when platforms do not face competition, they will be able to 
reduce quality, for example, by decreasing privacy protections, without losing customers or 
revenue.87 When a service reduces quality without lowering price, it is raising quality-adjusted 
prices, which harms consumers. For example, if a phone service were to lower the quality of 
service but keep monthly fees the same, it would have raised quality-adjusted price. Because 
many digital services are purchased with barter, the monetary price paid by consumers is zero, 
and quality-adjusted prices cannot be directly seen the way a nominal price can be. On the 
advertiser side of the platform, where monetary prices are charged, harms to competition exist in 
the more ordinary form of higher markups for ads and other services. These markups are 
eventually paid by consumers because they are built in to the prices of the goods and services 
that are advertised online. 

                                                 
87 Reyna (2018). 
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A. Quality Harms 

1. Personal Data and Behavioral Economics 

1) Behavioral Economics  

As discussed above, behavioral economics helps improve our understanding of real 
consumer choices and suggests that consumer exploitation is common. There are a number of 
systematic consumer biases that, when incorporated into economic analysis, affect outcomes and 
welfare. For instance, individuals can be subject to salience effects, putting excessive weight on 
the most salient information. Confirmation bias can lead them to change their preferences to 
conform with past choices.88 Consumers are often biased toward the status quo even when it is 
no longer optimal.89 Perhaps the most important consumer biases are impatience and lack of self-
control. The former refers to the discounting of any payoff that occurs further in the future than 
the present. The latter is closely related and refers to the extent to which individuals fail to resist 
short-term impulses in order to achieve long-term goals. The literature in behavioral antitrust 
argues that status quo, salience, and impatience are the most relevant for antitrust analysis.90 
Platforms that analyze their consumers’ behavior can exploit these biases by framing choices to 
make certain information salient, designing a status quo that is profitable, inducing addictive 
behaviors, generating sales through impulsive consumption, and exploiting consumers’ 
disinclination to search. These strategies are common in the brick and mortar world. For 
example, the candy aisle in supermarket check-out lines, or the rug store that has a special 50%-
off sale every day. 

2) Using Machine Learning to Take Advantage of Consumers 

There are now decades of economic research demonstrating consumer bias and firm 
responses in offline markets.91 For example, gyms offer subscription memberships rather than 
pay-per-visit knowing that members will not come as often as they anticipate,92 and credit cards 
offer teaser rates knowing that consumers plan to have no debt in 6 months’ time.93 However, the 
strategies firms have used to date are swamped by what digital businesses can learn by using 

                                                 
88 “Confirmation Bias” (2019) (“Confirmation bias is the tendency to search for, interpret, favor, and recall 
information in a way that confirms one's preexisting beliefs or hypotheses.”); see, e.g., Thaler (2018): 1266 (“People 
guess that in the United States today gun deaths by homicide are more frequent than gun deaths by suicide, although 
the latter are about twice as common. The bias comes because homicides are more publicized than suicides, and thus 
more ‘available’ in memory.”). 
89 Samuelson and Zeckhauser (1988) (“[D]ecision makers exhibit a significant status quo bias. Subjects in our 
experiments adhered to status quo choices more frequently than would be predicted by the canonical model.”). 
90 Fletcher (2019). 
91 See, e.g., Kahneman and Gilovich (2002); Barberis and Thaler (2003); see also, e.g., Kahneman, Knetsch, and 
Thaler (1991). 
92 DellaVigna and Malmendier (2006).  
93 Bar-Gill and Bubb (2012).  



 
 

59 
 

high-dimensional, large datasets to explore every nook and cranny of consumers’ many 
behavioral shortcomings and biases in real time. This strategy is of serious concern when 
combined with an understanding of the digital platform business model discussed above. The 
platform’s goal is to use its knowledge of consumers, combined with its market power (and the 
resulting lack of consumer choice), to extract profit. Some of that profit may come from value 
creation, or “expanding the pie,” but some will come from transfers to the platform from both the 
consumer side and the advertiser side. Because individuals are subject to behavioral biases, 
consumers are vulnerable to a platform’s exploitative behavior. Additionally, when individuals 
are workers, as they often are in the “gig” economy, these tools can be used to advantage the 
platform against the worker. 

Digital businesses not only have more information than traditional firms, but they have 
more variations of products or services and the ability to control the environment and the timing 
of choices and offers. For example, a firm can hide a component of a good’s price to let 
consumers discover prices only once they have invested significant time and effort into buying 
the good. This strategy can be differentially employed depending on the consumer’s past 
willingness to pay. Framing, nudges, and defaults can direct a consumer to the choice that is 
most profitable for the platform. A platform can analyze a user’s data in real time to determine 
when she is in an emotional “hot state” and offer a good that the user would not purchase when 
her self-control was higher. Consider a supercomputer tracking a consumer, via her cell phone, 
around the town until she is tired and frustrated in some way, and at that moment presenting her 
ads and information about junk food. This type of exploitation could depend on input from 
devices such as eye-tracking sensors, the ability of AI to understand the emotion expressed in 
texts and email, and all the other data the platform has about the consumer combined at a very 
large scale. This same tactic can be used to gain advantage against an independent contractor, 
e.g. a driver, whose behavior and location can be tracked for long periods. 94  In addition, 
machine learning applied to big data may help differentiate well-informed and sophisticated 
consumers or workers from poorly informed or more naïve consumers, raising the possibility of 
further exploitation of those least prepared to resist it.  

Internet firms make frequent use of digital defaults, framings, and nudges. When a user is 
signing up for a new service, the sign-up form may automatically check the box that permits the 
service to send the user emails.95 A user can opt-out of receiving emails by unchecking the box, 
but doing so is harder than sticking with the default. The results of a search that fits onto one 
page may all be sponsored, whereas finding the organic links requires paging down. Homo 

                                                 
94 https://www.nytimes.com/interactive/2017/04/02/technology/uber-drivers-psychological-tricks.html 
95 This is no longer permitted in the European Union. See Regulation (EU) 2016/679 of the European Parliament and 
the Council of 27 April 2016 on the Protection of Natural Persons with Regard to the Processing of Personal Data 
and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General Data Protection Regulation), 
2016 O.J. (L 119/1), § 32 (“Silence, pre-ticked boxes or inactivity should not . . . constitute consent.”). 

https://www.nytimes.com/interactive/2017/04/02/technology/uber-drivers-psychological-tricks.html
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economicus is hardly influenced by defaults—to a rational agent, scrolling down or unchecking a 
box is trivial—but real people are influenced. Nudges are not unique to digital products; for 
example, an employer offering a default health care plan to its employees nudges employees 
towards choosing that plan—employees can select a different plan, but doing so is harder than 
sticking with the default.96 What is noteworthy, however, is the platform’s detailed, 
personalized, minute-by-minute control over their interface. This control enables platforms to 
create a façade of competition, choice, and autonomy when in fact users are being directed with 
behavioral techniques.97 

With big data and machine learning, firms are able to understand and manipulate 
individual preferences at a scale that goes far beyond what is possible in traditional markets. This 
capability is qualitatively new. The environment is characterized by extreme asymmetries of 
information and analytical capacity between the platform and the user. This enables firms to 
charge higher prices (for goods purchased and for advertising) and engage in behavioral 
discrimination, allowing platforms to extract more value from users where they are weak.98 The 
problem is only growing; platforms continue to make investments to extract data, encourage 
stickiness and addiction, and promote ever-greater use, in order to run data analytics and enable 
more precise targeting.99 

The economic literature suggests that competition by itself cannot resolve the issue raised 
by the exploitation of behavioral biases or poor consumer information. This is because staying 
profitable in a competitive environment may force firms to exploit behavioral bias to achieve 
maximal profitability. Firms abstaining from doing so may be driven out of the market. Rather, 
competition causes a shift of surplus to wiser consumers; profit from exploitation of biased 
consumers is used to compete for well-informed consumers. For consumers who can guard 
against exploitation, there are therefore significant gains to be had from competition. But this 
will not be true for all people; some will be taken advantage of under perfect competition if 
consumer protection regulations are insufficient. Hence, while this report focuses on the 
competition problems created by powerful platforms, related issues raise broader consumer 
protection concerns that cannot be solved through greater competition.  

                                                 
96 Thaler (2018): 1283. Default settings have very large effects, for example, in voluntary organ donation decisions. 
Countries with an op-in default generally have the vast majority of the nation’s adults enrolled to donate, while 
countries with default opt-out decisions see the opposite result. See Johnson and Goldstein (2003). 
97 Ezrachi and Stucke (2016) (comparing the façade of choice and autonomy on digital platforms to the Truman 
Show).  
98 For a discussion of the use of online price and behavioral discrimination, see Stucke and Ezrachi (2018b); Stucke 
and Ezrachi (2018a). 
99 Edwards (2018). 
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2. The Harms from an Advertising-Supported Business Model 

1) Market Power Leads to Markups 

Access to high-quality data, scale, and scope has allowed a few large platforms to offer 
efficient targeting services for advertising and to dominate the advertising market. Facebook, 
Google, and, increasingly, Amazon act as gatekeepers to the online advertising market. The three 
platforms provide access to billions of users, as well as a data-rich environment, essential for 
modern online advertising. Being in control of the data and the assets—users—creates market 
power. That market power generates a profit margin which, for ad-supported platforms, comes 
from the sale of advertising. One of the characteristics of the digital advertising environment is 
its opacity: major platforms are able to leave bidders and publishers in the dark with respect to 
the true success, costs, and profits from placement of advertising. This can be exacerbated when 
the platform also supplies buyer or publisher tools and analytics. Opacity is partially a 
consequence of market power. Market power can be used to discourage, or even prevent, multi-
homing by buyers. One additional concern is that this opacity may give firms not only the 
normal ability to exercise market power in intermediation but also to engage in fraud.100 Lack of 
transparency also undermines buyers’ ability to measure the effectiveness of digital advertising 
and therefore to understand its true value relative to price.101 

A report by the French Competition Authority estimated that publishers received 40% of 
advertiser sales, with intermediaries collecting the rest.102 What justifies such a large markup for 
intermediaries? Without detailed study we cannot know for sure. However, reasons likely 
include the fact that very few platforms can target customers (who may be single-homing) using 
detailed and accurate data, so advertisers cannot take advantage of competition. The platforms do 
not sell the data to advertisers, but promise to place the ad in front of the requested demographic. 
The advertiser lacks transparency or any ability to learn about its customers and potential 
customers. Moreover, a platform that operates in the advertising placement business holds the 
keys to a second black box through its control of the pricing process.103 The integration of the 
business of running the price-discovery mechanisms as well as tools for each side of the platform 
enables opacity, which helps maintain market power. When a platform bundles services such as 
advertising placement and return-on-investment analysis with advertiser data such as completed 
purchases, it can further enhance its market power.104 The platform generally never shares the 

                                                 
100 See, e.g., Vranica and Marshall (2016); Shields (2016); Farivar (2018) (reporting allegations that Facebook’s 
“average viewership metrics were not inflated by only 60-80 percent; they were inflated by some 150-900 percent”).  
101 This in turn obscures the size of the platforms’ markup. See Select Committee on Communications (2018); 
Pidgeon (2016).  
102 French Competition (2018): 40, § 82. 
103 For example, Google’s ownership of the ad platforms formerly known as DoubleClick and AdWords. See 
Spangler (2018). 
104 See generally Elhauge (2009). 
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data with advertisers or publishers, but keeps it to itself, preventing disintermediation by a brand 
or publisher, further sustaining its large profit margin. 

2) Incentives Created by Markups 

Ad-supported platforms’ high markups provide a powerful reason to try and keep users 
online for another minute in order to show more ads. These profits push platforms to design their 
firms around “engagement”—an obsession with keeping users on their system for as much time, 
and with as much attention, as possible.105 As much of the behavioral literature cited above 
shows, advertising-supported digital businesses can use consumer biases to hold people’s 
attention in ways that ultimately harm them. Early empirical work has found such effects in 
social media. In a recent working paper, Hunt Allcott and colleagues found that Facebook users 
who were paid to leave the site for four weeks wound up with higher subjective well-being than 
similarly situated people randomly assigned to a group not offered the payment.106 Users who 
took the break from Facebook had a “large and persistent reduction in Facebook use after the 
experiment,” along with reduced political polarization and news knowledge.107 For the platform, 
engagement serves two reinforcing purposes. First, the more time a user spends on a platform, 
the more the platform knows about her. Second, the longer a user is on the platform, the greater 
its income from ads and services. Thus, the more time a user is on the platform, the more ads the 
platform can sell, and the more it can charge per ad. 

This financial incentive may explain the growing use of tracking and the creation of 
ecosystems that are based on the ability to manipulate the user into staying longer on the 
platform.108 This opens the door to exploitative tactics or content as a method of increasing 
engagement. Furthermore, a second element to the large margin earned by a platform may be the 
low cost of the purchased content that keeps users on the platform. An important question 
(addressed more fully by the Media committee) is whether the prices for that content are set 
competitively. In a bargaining environment, the market power of the platform may allow it to 
negotiate a price for content that is below competitive levels, potentially creating dynamic harm 
to input providers.109 

The financial incentive created by a large markup can lead to anticompetitive behaviors 
as well as exploitative ones. Platforms may seek to reduce interoperability and awareness of 
outside options. For example, platforms may exclude certain services or increase friction in 
accessing third parties’ services. High search and switching costs are used to “lock in” users and 

                                                 
105 See, e.g., Bergen (2019) (“The company spent years chasing one business goal above others: ‘Engagement,’ a 
measure of the views, time spent and interactions with online videos.”). 
106 Alcott et al. (2019). 
107 Id. at 1. 
108 Stucke and Ezrachi (2016). 
109 Stucke and Ezrachi (2017). 
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reduce the ability of competitors to access those users. Platforms may adopt strategies to reduce 
multi-homing to obtain more market power over their users. We will return to this theme below.  

3) Resulting Quality of Content 

As discussed in detail below, the cheapest way to keep users on a platform is to present 
content as being more attractive than users thought at the moment when they were ready to leave 
the platform, or to make departure more costly in other ways, so that users stay longer. (See a 
similar discussion in the Privacy Report.) The platform is essentially degrading the quality of the 
content offered in a way that present-biased human beings find engaging. As discussed further 
below, content that instantly engages most effectively is content that generates outrage, not 
necessarily content that is truthful or thoughtful. Simple strategies such as more advertising 
minutes per minute of content also lower quality. Low-quality content represents an increase in 
the quality-adjusted price of platform services experienced by consumers.  

This business model, and the opacity that accompanies it, makes it difficult for either 
advertisers or consumers to realize they are being charged a markup and makes entry into these 
advertising markets extremely difficult. Because the advertiser side is where a platform earns its 
revenue, this is obviously a key entry barrier. The question of how an enforcer or regulator might 
enable entrants to overcome this barrier to entry is an important part of the discussion in Section 
III.B of the report. 

4) Welfare and Efficiency 

When analyzing the impact of online advertising and the behaviors it creates, one should 
keep in mind that antitrust aims to promote effective competition for the benefit of consumers. 
Competition authorities tend to treat advertisers as any other customers of a service. The premise 
is that market power in advertising channels impedes the ability of brands to reach consumers 
and inform them about their products. Such a treatment of the welfare from advertising relies on 
the implicit view that i) the role of advertising is solely to inform consumers; and ii) competition 
in the advertising market leads to efficiency. The economic literature tells us that both 
assumptions are questionable, as does observation of digital markets.110 In competition policy, 
when assessing the impact of a decision or a regulation involving advertising, it is important to 
focus on the final impact on consumers and market efficiency rather than on the advertisers’ 
surplus. 

On the one hand, targeted advertising to wise and well-informed consumers is welfare-
improving insofar as it allows advertisers to send the right information to the right people, 
improving their choices and fostering competition among suppliers. On the other hand, in the 

                                                 
110 See, e.g., Anderson, Waldfogel, and Stromberg (2016). Goldfarb and Tucker (2019). 
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modern economy this simple model becomes more complex because of the cost to the consumer, 
namely loss of privacy. There is an open empirical question as to whether the tradeoff is 
worthwhile to consumers.111 We discuss the problem of measuring welfare in a setting where 
consumers are manipulated below. 

3. Online Exploitation and Addiction 

1) Human Reward Systems  

Digital platforms’ manipulation of their users—in part designed to get users addicted—is 
getting a considerable amount of attention from the public. These actions lower the quality of a 
platform and harm users. 

As discussed above, some platforms have deliberately incorporated features that feed 
human “reward” centers into their products to induce users to give more and more of their 
time—and data—to the platform. These tools are designed for scale—they become even more 
valuable the more traffic they carry and the more users they garner—and hence the competition 
among producers has been described as a competition for eyeballs.112 Because the digital tools 
and networks have been designed for use at scale, and because there is relatively little cost and 
considerable benefit associated with adding more users, producers want as much user 
engagement as they can get. The creators of digital products have benefited from social science 
and neuroscience findings that concern, for example, how certain colors or mechanics can feed a 
user’s dopamine, much as nicotine does.113 The Center for Humane Technology, which calls the 
problem the “hijacking of our society,” describes the issues as follows:  

Facebook, Twitter, Instagram, and Google have produced amazing products that have 
benefited the world enormously. But these companies are also caught in a zero-sum race 
for our finite attention, which they need to make money. Constantly forced to outperform 
their competitors, they must use increasingly persuasive techniques to keep us glued. 
They point AI-driven news feeds, content, and notifications at our minds, continually 
learning how to hook us more deeply—from our own behavior.114 

This business model is based on acquiring a large volume of data to generate income, and 
it has led to unprecedented investment in addiction—ensuring continuing use of the interface. 
From diaper apps,115 to rewarded ads (in which viewers are given in-app rewards, such as 
another “life” in a video game, in return for watching an ad)116 internet firms harness their 
                                                 
111 See, e.g., Aguirre et al. (2015); Johnson (2013). 
112 See, e.g., Bloomfield (2014). 
113 Edwards (2018).  
114 Center for Humane Technology (2018).  
115 Edwards (2018).  
116 Google AdMob (2018).  
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knowledge of second-to-second individual responses alongside social science learnings about 
human biases for maximum attention.117 Researchers do not yet know the full extent of the harm 
(or potential harm) that may come from this sort of addiction and manipulation, but they are now 
actively engaged in relevant research.118 What is known is that a business that depends on users 
staying online to watch ads and have their preferences harvested will focus its resources on 
keeping users online—for example, with intelligent and flexible algorithms.119 The algorithm 
will learn from, and respond to, these basic human preferences, thereby delivering—perhaps 
along with good content—a large quantity of low-quality content.120 

2) Examples  

There are many examples of exploitation of consumers who have sunk costs in a platform 
and may not be fully informed. For example, app designers have enticed children into playing 
free games that are built around in-app purchases, leading children to make large purchases 
without parental knowledge or permission. The U.K.’s consumer protection agency, the Office of 
Fair Trading, found that such purchases could be pricey: “A My Little Pony game, for example, 
offer[ed] users a virtual ‘mountain of gems’ for a real-life £69.99.”121 Regulators around the 
world have cracked down to force companies to refund large payments that children make on 
their parents’ phones.122 More disturbing examples of low-quality content are YouTube 
recommended videos that lead the viewer towards false or dangerous content.123 Prior to having 
these patterns made public and criticized, a Google search about the earth’s geology would lead 
to a chain of recommendations that resulted in “flat earth” content;124 YouTube would offer 

                                                 
117 The video app TikTok may have taken this approach to its logical conclusion. See Herrman John (2019) 
(“TikTok assertively answers anyone’s what should I watch with a flood . . . [the app] has stepped over the midpoint 
between the familiar self-directed feed and an experience based first on algorithmic observation and inference. . . . 
It’s an algorithmic feed based on videos you’ve interacted with, or even just watched. It never runs out of material. It 
is not, unless you train it to be, full of people you know, or things you’ve explicitly told it you want to see. It’s full 
of things that you seem to have demonstrated you want to watch, no matter what you actually say you want to 
watch.”). 
118 See, e.g., Kuss (2018); De-Sola Gutiérrez, de Fonseca, and Rubio (2016) (noting “a consensus about the 
existence of cell-phone addiction, but the delimitation and criteria used by various researchers vary”). The field is 
still nascent and there is no consensus that internet addiction exists or is a distinct psychological condition. See 
Ryding and Kaye (2018) (criticizing the cavalier use of the term “internet addiction” without a firmer grasp of the 
problem); Zajac et al. (2017).  
119 Beginning in 2014, Twitter followed Facebook in centering around algorithm-selected content rather than simply 
displaying tweets from accounts a user chooses to follow in reverse chronological order. See Oremus (2017).  
120 Lewis (2018); Lewis and McCormick (2018); see also “Aim of the Project” (n.d.). 
121 Osborne (2013). 
122 U.K. Competition (2015); Federal Trade Commission (2015); European Commission. 2014. 
123 Bergen (2019).  
124 Newton (2019); Google (2019) (noting that the company was planning to “begin reducing recommendations of 
borderline content and content that could misinform users in harmful ways—such as videos promoting a phony 
miracle cure for a serious illness, claiming the earth is flat, or making blatantly false claims about historic events like 
9/11”); see also Roose (2019). 
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teenage girls interested in diets videos about how to get anorexia, and so forth.125 It is important 
to realize that this content is not chosen by human curators at the platform. Rather, the algorithm 
learns what content people will click on, and what content will cause them to stay on the 
platform longer, through many millions of small experiments; that is the content that is suggested 
and viewed. Exploitation and addiction caused by the optimization of the platform is a harm to 
consumers because they are likely watching lower-quality content than they would choose if they 
were fully informed in advance about how the content is chosen, or perhaps if they had 
alternative platforms to choose among.    

Privacy 

Another worry is that the privacy of consumers on digital platforms is violated; this too is 
a decline in the quality of the product. For example, Facebook recently announced that it will 
merge the infrastructures of Facebook Messenger, WhatsApp, and Instagram. As the New York 
Times noted, “[t]he integration plan raises privacy questions because of how users’ data may be 
shared between services. WhatsApp historically required only a phone number when new users 
signed up. By contrast, Facebook and Facebook Messenger ask users to provide their true 
identities. Matching Facebook and Instagram users to their WhatsApp handles could harm those 
who prefer to keep their use of each app separate.”126 Germany’s competition regulator 
responded to this announcement by prohibiting Facebook from combining data from different 
sources (such as WhatsApp or Instagram) with data from Facebook.com without a user’s explicit 
and voluntary consent.127 Facebook’s eagerness to get third-party apps connected to its network 
has led to mass data leaks, exposing sensitive information from hundreds of millions of 
people.128 And Facebook is hardly alone.129  

B. The Assessment Problem 

1. Measuring Consumer Welfare in a Behavioral World 

Each of these issues results in fundamental difficulties in applying standard antitrust 
analysis— which is related to the assessment of the welfare effects of various practices or of a 
merger—to digital markets. Adequate measures of volume, quality, and consumer surplus may 
be difficult to obtain. The number of users choosing a certain option may not reflect their true 
preferences if the platform can make that choice a default that is difficult to see or to change. The 

                                                 
125 Tompson (2018) (reporting Tristan Harris, head of the Center for Humane Technology, arguing that “[t]he 
problem is [YouTube] doesn't actually care about what you want, it just cares about what will keep you next on the 
screen. The thing that works best at keeping a teenage girl watching a dieting video on YouTube the longest is to say 
here's an anorexia video”). 
126 Isaac (2019). 
127 Bundeskartellamt (2019).  
128 “Data on 540 Million Facebook Users Exposed” (2019). 
129 See, e.g., MacMillan and McMillan (2018); Gartenberg (2018). 
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number of clicks on ads may not correlate with greater welfare if higher volume of clicks is 
obtained by exploiting lack of self-control and addictive behaviors.  

Given the prevalence of behavioral effects in the digital economy, the measurement of 
consumer welfare must be carried out very carefully. As we have mentioned, behavioral 
economics is now a well-established discipline that can help sort different online behaviors and 
business practices. Incorporating this knowledge into the legal practice’s toolbox may help 
develop better measures of output and quality.130 We caution, however, that the legal structure of 
US antitrust law is not well set up to accommodate this complexity as it opens the door for 
judges to weigh all manner of social concerns as well as traditional economic effects. We see 
two approaches that might be more fruitful. First, the fastest route to more accurate measures of 
welfare might well be for a digital regulator to limit the business models that serve harmful 
content, the way regulators limit the harm from mortgages by restricting debt to income ratios, 
the harm from prescription drugs by requiring access through a physician, and the harm from 
automobiles by requiring airbags and crash tests, to name a few examples. If platforms had little 
or no incentive to deliver harmful content to consumers, the standard consumer welfare toolkit 
would be more accurate in this market. Second, harmful content is also, from the viewpoint of 
the consumer’s long run or ex ante self, low-quality content. Analytical paradigms in antitrust 
analysis commonly deal with low quality and quality-adjusted prices, and could incorporate the 
role of exploitative content in this way. 

Another reason to be pessimistic about measuring traditional surplus concepts is related 
to the barter nature of the exchange: Users barter attention and personal data for services. With a 
“free” service, consumers are paying for any expansion of activity with their attention to content. 
When facing a zero-money price, and when quality is difficult to observe, consumers are not 
receiving salient signals about the social value of their consumption because the price they 
believe they face does not reflect the economics of the transaction, and they are ignorant of those 
numbers.    

2. Assessing the Social Welfare of Advertising 

Behavioral economics also calls for careful use of standard economic surplus measures 
when applied to the supply of advertising. Unlike supply of goods, higher value of advertising 
need not imply higher social value. As discussed above, when advertising efficacy relies on 
psychological nudges that bring people into consumption they would consciously avoid 
otherwise, more advertising may well mean less consumer welfare.  

                                                 
130 For a view of the role behavioral economics can play in legal practice, see Zamir and Teichman (2014). 
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Moreover, while price competition directly benefits consumers, competition through 
persuasive advertising may waste resources.131 To see this point, consider the following 
example: Two firms share the market equally without advertising.  If one then uses advertising 
and shifts the demand toward that firm (perhaps by some psychological effect), it will then have 
a larger share of the market. However, if both firms decide to advertise, they will continue to 
share the market equally. If the advertising cost is not too large, both firms will advertise in order 
to preserve their market share. Therefore, despite advertising spending, the equilibrium sales and 
consumption are the same as without advertising. Here, allowing for advertising only induces 
wasteful spending, which in our setting is captured by the platform as profit. This is an extreme 
example, but it highlights that a higher volume of advertising—and greater platform profits—
may not indicate an increase in social welfare in the same way we normally think a higher output 
of, for example, shoes, would indicate.  

C. Harms to Investment and Innovation 

1. Rents 

Successful platform-style strategies pre-date the internet. For example, the key to 
Microsoft’s business was the orchestration of ecosystem-wide innovation—the personal 
computer industry—to benefit its own core offering as well as complements provided by third-
party partners.132 The strategy we highlight in this section of the report is a successful platform’s 
choice of how much rent to expropriate from these complementors. For example, Microsoft 
turned PC hardware—an essential complement to an operating system—into a commodity 
business with the main exception of the microprocessor made by Intel. However, PC applications 
software—again an essential complement to the OS—remained (in part) an area where other 
firms could enter, compete, and earn profit.  

The level of market power attached to a successful platform is so high that it often gives 
the platform owner the ability to expropriate almost the entire surplus available on its platform. 
And the ability to add that surplus to its existing core profit is the incentive to do so. For 
example, Microsoft’s actions to favor Word over WordPerfect expropriated surplus from an 
existing software complement to its operating system. Importantly, in this example, WordPerfect 
was not a potential entrant into, or substitute for, a PC operating system, so there was not an 
exclusionary theme. The distinction between complementors that could disintermediate the 
platform and are therefore potential rivals, and those that cannot is critical for the antitrust 

                                                 
131 Although subtler, the same point has been shown to hold in the economic literature about informative advertising 
that conveys useful information about products such as existence, location, and other product characteristics. See 
Bagwell (2007); Anderson and Renault (2006). In this case advertising brings real value to consumers. But 
competition to steer consumers from other suppliers and/or to preserve market share may still lead to excessive 
spending on advertising. 
132 Gawer and Cusumano (2002) (detailing the characteristics of these types of platforms). 
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analysis below. When the platform owner takes steps to disadvantage complementors who have 
no market power, the complementors may resist by using non-market (political and legal) 
strategies. Such complainants were part of the antitrust cases against Microsoft. We see this 
response to current platforms by firms in Europe today. 

Chamath Palihapitiya, a venture capitalist, has quoted Bill Gates as arguing that a 
platform exists whenever “the economic value of everybody that uses it exceeds the value of the 
company that creates it.”133 In that world, complementors earn rents. By contrast, Ben 
Thompson, a tech journalist, argues that Facebook and Google are what he calls aggregators—
firms that completely control the relationship between suppliers and users.134 His point is that 
this control allows the aggregator to exercise market power over one side of the platform, control 
access by the other side, and extract all the rents. This emphasis on the creation of complementor 
rents and their distribution or expropriation is a theme that runs through this Report.  

When and how a platform appropriates the rents of its complementors varies and may 
engender different responses from complementors. At root, the reason the complementor is there 
in the first place is because the platform originally needed content to attract consumers, so it 
invited the complementors onto the platform. Businesses selling widgets on ecommerce sites, 
games on social media, and mapping apps on handsets, are all examples of complements that 
were critical to successfully launching a platform. The complementors make these investments 
thinking they will obtain a return, and that expected return leads to efficient levels of investment. 
If investments were made knowing that the returns would be zero, there might well be dynamic 
harm because the platform would not be able to get off the ground. (Or alternatively, the owner 
of the platform would have to vertically integrate into many applications and provide them 
itself.) A significant source of discontent today seems to come from complementors who 
invested believing that they could capture surplus with a good product and who are later 
expropriated by the platform. A second discontented group are the complementors that existed in 
the brick and mortar world and now have no choice but to use a dominant platform, so they have 
no bargaining power despite providing valuable products or services. 

If the expropriation is accomplished using a tool that is anticompetitive, it may violate 
competition laws. In the United States, this antitrust violation can be established when the 
complementor may be able to disintermediate the platform and is therefore a potential rival, for 
example, Netscape and Windows.135 If such a move is not a violation of competition law but 

                                                 
133 Shah (2015). 
134 Thompson (2018) (contrasting platforms, such as Microsoft and Apple, which “need 3rd parties to make them 
useful and build their moat through the creation of ecosystems,” with aggregators, such as Facebook and Google, 
which “attract end users by virtue of their inherent usefulness and, over time, leave suppliers no choice but to follow 
the aggregators’ dictates if they wish to reach end users”). 
135 The antitrust theories of harm that cover this case are discussed below. 
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violates the expectations of market participants, it may be viewed as unfair. On the other hand, if 
the platform has significantly improved quality or engaged in innovation, market participants 
may think the platform fairly earned those rents.  

Digital platforms have a variety of rent-extraction strategies that seem to be loosely 
related to the social scrutiny they are receiving.136 For example, the news industry had no choice 
but to use Facebook. But Facebook has been reluctant to share any of its profits with news 
companies—and its market power has meant it hasn’t had to.137 Interestingly, when content 
providers have market power, the platform cannot always extract rents, even when it has a high 
market share. Take the hypothetical case of a fragmented travel platform industry in a geography 
where the airline market is concentrated. In that setting airlines could disintermediate a travel site 
by withholding their participation in the site, or by favoring their own sales channels. The 
equilibrium division of platform rents in this case will favor the powerful content providers, the 
airlines, rather than the platforms.138 Market participants observe that Facebook has slowly 
commoditized most companies which supply attention to its users—from news and content 
markets to games and apps, companies’ profits deriving from Facebook have slowly diminished 
as Facebook appropriated most of the gains.139 These trends may be part of the reason there is 
growing attention to Facebook’s business model today.  

Today’s prominent tech companies most likely learned from older tech businesses that 
those older businesses had “lost,” or shared, a too-high percentage of profits with their 
ecosystems. While older businesses were continually confronted with questions about what to 
own versus what to cede to partners on their platform, without today’s technological 
advancements (including advanced data analytics and greater computational power), older 
platforms were not as swift and flexible in capturing value as current digital platforms can be. 
The increased scale and scope of control has provided modern digital platform owners with 
increased power over their ecosystems. Today’s platforms understand that they can obtain higher 
margins if they either make all of the necessary complements themselves or position themselves 
as a mandatory bottleneck between partners and customers—leading to many platforms taking a 
significant commission on sales on their platform or extracting value through barter of 
information. In particular, today’s digital platforms are very careful to maintain complete control 
over the user relationship so that they do not face any threat of disintermediation. These choices 

                                                 
136 See, e.g., Dzieza (2018) (discussing the fear Amazon sellers have of the firm and its ability to shut them down 
with little or no explanation); Kaminska (2019). 
137 Thompson (2019) (“[C]ontent suppliers are absolutely commoditized: Facebook doesn’t need to do anything to 
keep them on the platform, because where else will they go? Might as well keep the money for itself.”). 
138 For a related setting, see Morton et al. (2015) (on file with authors).   
139 See, e.g., Thompson (2019); Brown (2018); Weber (2016). 
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can be used to reduce the possibility of successful entry by an innovator in the platform’s space. 
The next section turns to this problem of entry.  

D. Harm to Entry, Including Disintermediation 

1. The Practical Consequence of Entry Barriers 

When evaluating entry as the main source of competition against a platform, as discussed 
above, the entrant has a significant disadvantage relative to the platform. Venture capitalist 
investors will often evaluate a startup based on its ability to either access or build enough data 
swiftly enough, all with the aim of reaching enough insights to take advantage of all the forces 
discussed above. In other words, a new entrant starved of data, quantitatively and qualitatively 
speaking, relative to a tech giant, is at a significant competitive disadvantage, and investors will 
be unlikely to invest if they view that data deficit as insurmountable. Although it can be 
attractive for a VC to invest in a firm that may be acquired by Facebook, Google, or Amazon, the 
road to a successful acquisition is fraught with danger, most notably the ability of any of these 
three giants to replicate a specific feature, functionality, or business model should other 
considerations such as intellectual property rights, team quality, defensibility, or time to market 
not weigh against such copycat strategy. Additionally, investors do not always fare well in these 
acquisitions.140 

2. Incumbent Incentive to Leverage Entry Barriers 

There is growing evidence that conglomerate digital platforms are in an advantaged 
position to stop or block entry by more focused rivals when compared to traditional businesses. 
Companies like Alphabet, Amazon, and Facebook operate in multiple business verticals (for 
example, mail, maps, and search), collecting different dimensions of data on a consumer (for 
example, identity, location, and purchase intent) which give faster intelligence on competitive 
threats and new chinks in the platform’s competitive armor. These companies can then derive 
superior insights into what firms they should block, which they should buy, and how they should 
grow strategically. This gives the platform an advantage over a rival entrant considering the 
same set of opportunities, and increases their abilities to exclude such rivals. A rival platform 
with similar economies of scope, data insights, and installed base may be a more formidable 
entrant. 

If large digital platforms have both the incentive and ability to purchase and block 
entrants that compete with them, or might compete in the future, the question is whether they 
have done so. The evidence that platforms have bought a series of potential competitors in recent 

                                                 
140 See, e.g., Kraus (2019) (“Ultimately, thanks to a ‘last in, first out’ philosophy, Eero’s Series D investors, led by 
Qualcomm, will recoup 84 percent of their investments. The seed round and Series A-C investors will all get back 
31 cents on the dollar.”).  
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years is anecdotal but fairly robust.141 For example, many observers believe that Instagram and 
WhatsApp might well have been serious competitors for Facebook.142 The evidence that 
platforms have blocked potential entrants is likewise anecdotal143 and was used in the Android 
and AdSense cases the European Commission has brought against Google.144 More formal 
research in this area is essential. 

3. Disintermediation and Foreclosure of Potential Platform Entrants  

In addition to de novo entry, platforms fear disintermediation by a partner. If a platform’s 
partner is able to directly access and serve the platform’s customers, it can overtake the platform. 
Disintermediation can also occur through commoditizing services so that one side (normally the 
end consumer) is willing to substitute away from the platform—leading to a loss of profits.  

The threat of disintermediation has important implications for the analysis of market entry 
and foreclosure. Modern platforms have an incentive to regularly thwart companies that compete 
with them for user demand. A platform that has total control of demand can steer customers to 
content and complements it owns rather than to those provided by independent firms that might 
challenge its market power. And because of potential harm to competition and complements, US 
regulators have often been tasked with preventing discrimination, foreclosure, and similar 
strategies in specific industries. 145  Without a great deal of insight into the technology and the 
strategy of the platform, foreclosure will be difficult to observe by outsiders. Technological tools 
such as mobile hardware technologies, advances in computing power, communications 
technologies, application programming interfaces (API), cloud computing technologies, and data 
analytics enable a strategy of keeping the attractive content from establishing a relationship with 
the user and thereby possibly entering as a competitor. Platforms have bluntly moved to prevent 
disintermediation and have engaged in foreclosure to block potential rivals. For example, 
Facebook acted to suppress the growth video-capture-and-sharing app Vine when Vine attempted 
to link its users to their Facebook friends.146 Facebook CEO Mark Zuckerberg personally approved 
the decision to prevent Vine users from finding friends on the app via Facebook.147  

Exclusive contracts and loyalty contracts can also be used to achieve exclusion. For 
example, a long-term contract that requires an advertiser not to use an entrant can foreclose 
demand from that entrant, leading to exit. An exclusive contract with a global reach can prevent 
an able niche competitor from growing larger and obtaining economies of scale. Bundling of 

                                                 
141 See Furman (2019): 49, tbl.1A. 
142 Wu (2018). 
143 “American Tech Giants” (2018). 
144 European Commission (2019). 
145 Khan (2019). 
146 Robertson (2018). 
147 See id. Several years after buying Vine, Twitter shut it down. See Newton (2016). 
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services by the incumbent platform can be designed to exclude entry or foreclose existing rivals. 
Contracts between platforms and advertisers that allow for individual negotiation can protect an 
incumbent from losing individual targeted sales to an entrant without requiring the incumbent to 
lower its prices across the board. An incumbent platform with market power will often have the 
incentive and ability to undertake these strategies and thereby preserve its profit.  

4. Foreclosure of Complements to Capture Rents 

One critical place to control the relationship is platform access. Amazon and Facebook 
regularly make decisions over which app or vendor is able to sell or is denied access to their 
stores and customers. Platforms often have a financial incentive to steer customers to particularly 
profitable products and can use the power of defaults and ordering to accomplish that effectively. 
Vendors operate in a risky environment where the platform’s whims can determine its future as 
much or more than consumer satisfaction. If it chooses, a platform can steer demand elsewhere 
and the vendor loses access to its customers—because these customers are another company’s 
users who single-home and buy from the default choice at the top of the page. Provided the 
consumer continues to find the totality of the platform experience positive, this bargaining power 
allows the platform to dictate business terms. The Vestager Report describes the setting clearly: 

Other platforms impose rules and institutions that reach beyond the pure matching 
services and shape the functioning of the marketplace and, potentially, the relationship 
between the various platform sides, e.g. by regulating access to and exclusion from the 
platform, by regulating the way in which sellers can present their offers, the data and 
APIs they can access, setting up grading systems, regulating access to information that is 
generated on the platform, imposing minimum standards for delivery and return policies, 
providing for model contracts, imposing price controls and MFN clauses, etc. Such rule-
setting and “market design” determine the way in which competition takes place.148   

The way competition takes place determines the level of profit achieved by the platform 
and each complement. In and of itself, a platform setting the terms of trade, quality levels, 
services, and so on may not be problematic if the purpose of the change is to “grow the pie” in a 
way that complementors view as fair (i.e., not involving expropriation). For example, Amazon, 
Facebook, or Google know in real time which products are sold to whom, at what price, and 
which packaging or incentives work, which may drive their rules. However, if these rules 
become opaque and uncertain or the insights gleaned from an app or vendor are biased or used 
against it in an asymmetrical manner, then the rule changes may not be about increasing 
everyone’s revenue, but about moving a larger share to the platform.  

                                                 
148 Crémer (2019): 60. 
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Merchants or vendors can find themselves banned, demoted in search results, or required 
to bear higher costs without the ability to move to a competing platform because either there is 
none or because the customers single-home, will not depart the platform because of the loss of 
one vendor, and cannot be reached elsewhere. The EC’s Android case describes the disadvantage 
faced by independent apps that compete with the Google apps that are included in the mandatory 
bundle.149 Twitter has vertically integrated into video streaming by foreclosing the rival service 
Meerkat.150 Likewise, by selling logistics services to many of its sellers, Amazon gains an 
advantage when it wishes to launch a store brand. It can analyze the data from its rivals to 
develop an entry plan against those sellers. It is important to measure whether, and how much, 
quality increases with these strategies.  

It is not clear what profits such complementors expected or achieved from the platform 
relationship, nor if there was significant relationship-specific investment required. Vendors may 
be less likely to enter the market at all, or to innovate, if they know they must distribute through 
a particular platform and their most successful products will be quickly copied. Businesses that 
could grow on a platform and increase the platform’s attractiveness to consumers will be 
unwilling to invest if their profits are not secure, and this may be a source of dynamic 
inefficiency. However, platforms have an incentive to attract good complements in order to 
attract users. This incentive limits the platform’s desire to expropriate complementor rents under 
some circumstances. 

E. Harm to Innovation 

1. Competition Promotes Innovation 

There is significant theoretical and empirical research that concludes that anticompetitive 
creation or maintenance of market power will cause a reduction in the pace of innovation.151  
This result is intuitive in the sense that firms “run faster” when they face competitors; competing 
firms will try to offer a better product on any dimension consumers care about, including 
innovation. Engaging in successful innovation is certainly both feasible and common for a large 
platform with its enormous collection of data and other assets. These companies routinely spend 
large sums on R&D, launch new products and services, and are more able than other competitors 
to derive superior insights into how they should innovate based on the data collected from 

                                                 
149 The recent Spotify complaint against Apple in Europe is another example. See Vincent (2019). 
150 Zhu (2018) (“Meerkat, a mobile app that enabled Twitter users to broadcast live video streaming to their 
followers, vanished after Twitter acquired its competitor Periscope and cut off Meerkat’s access to Twitter’s social 
graph.”); see also Welch (2012). Twitter acquired Periscope, a competing startup, and then decided to shut out 
Meerkat. On October 2016, Meerkat was shut down. Currently, Periscope is fully integrated with the Twitter 
platform and claims 1.9 million daily users (last updated and released info as of 2017). 
151 For a comprehensive survey of the innovation literature, see the literature summarized in Federico, Morton, and 
Shapiro (2019) (on file with authors). 
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aggregating demand and advances in machine learning and advanced data analytics. However, 
the relevant counterfactual is whether the pace of innovation would be faster if platforms faced 
more robust competition. 

2. Entry Barriers and Innovation 

The lessening or blocking of innovative entry is of particular concern given its value. A 
VC will usually be wary of outright investing in an innovative startup that will implicitly or 
explicitly compete head-on with a tech giant. Given the tech incumbents’ ability to block or 
foreclose a threatening entrant, the chance of successful entry is tiny. VCs would rather invest in 
businesses that are creating new categories or solving common technical issues. Take Google’s 
search engine as an example. To our knowledge there is only one search engine that has reached 
a successful market size as a standalone business: Duck Duck Go. Google search is the dominant 
firm in this category with high entry barriers; despite the enormous size of this market, VC 
investors apparently do not want to fund an entrant. By contrast, VCs are attracted to startup 
teams that solve a specific issue for Google (and have a chance of buyout) as opposed to funding 
a team that wants to compete head to head. This dynamic leads to a self-fulfilling prophecy. 
Reduced VC investment due to the inability to enter successfully in fact causes less entry; and 
less investment also causes less differentiated innovation in the sector. This can be seen 
increasingly by evidence of platform acquisitions.152 Despite very high and stable profit margins, 
markets like social media and search have faced little entry.  

As discussed above, large tech platforms can combine enormous financial resources with 
data resources. Digital platforms have an ability to produce free cash flows at a speed and level 
that is entirely new because of the combination of almost zero marginal cost, instant distribution, 
and global reach. This advantage creates both the incentive and the ability for the digital platform 
to outspend, to out-invest, or to acquire incumbents or new competitors. Incumbents have the 
incentive and ability to stand in the way of possibly disruptive innovation. With deep pockets, 
they can purchase possible future disruptors in order to align the path of innovation with their 
strategies or otherwise control it. This story is widely believed to be the reason that Facebook 
purchased Instagram and WhatsApp.153 

                                                 
152 The number of potential competitors purchased by the tech giants is large. For example, Amazon has purchased 
Zappos, Fabric, CDNow, Quorus, Audible, Goodreads, and Quisdi; Facebook has acquired WhatsApp, Instagram, 
FriendFeed, and tbh; Google has bought Nest Labs, DoubleClick, YouTube, Waze, AdMob, Teracent, 
BeatThatQuote.com, Admeld, and Tenor. See “List of Mergers and Acquisitions by Amazon” (2019); “List of 
Mergers and Acquisitions by Facebook” (2019); “List of Mergers and Acquisitions by Alphabet” (2019). At times, 
these firms have barely bothered to disguise their anticompetitive purpose. See Kastrenakes (2018). 
153 Wu (2018). 
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Alternatively, platforms may create “kill-zones” around themselves.154 For example, 
Facebook and Twitter’s aggressive API foreclosure, acquisition of competitors, and copying of 
new services have boosted their market power.155 Facebook even acquired a mobile phone 
monitoring app, Onavo, which allows it to spot up-and-coming rivals and buy them or snuff 
them out.156 While investment in innovation will continue, the type of innovation that will be 
funded will be broadly determined by the incumbent and its strategies. Disruptive innovation in 
markets that are characterized by high concentration levels and network effects is likely to be 
reduced compared to a competitive market. One of the few sources of entry in digital platforms 
comes from rival platforms that enter each other’s markets, as these large firms are more able to 
overcome entry barriers of all kinds. 

3. The Reward for Innovation 

Entrepreneurs may expect a low payoff to developing a free-standing product because of 
entry barriers and exclusionary conduct by the incumbent platform. In that case, its best hope is 
to be the preferred innovator of a complement and sell its business to the platform at an early 
stage. This source of financial reward is often cited as a reason why large platform acquisitions 
are good for society. Certainly, a reward of this type (a share in the platform’s business model 
and flow of rents) is better than no payoff and will stimulate some level of innovation. However, 
it is important to see that this incentive is distorted relative to that of the competitive context. 
Suppose public policy could reduce entry barriers and prevent anticompetitive exclusionary 
conduct towards entrants. In that case, the entrepreneur would not have to settle for a small 
fraction of the platform’s profits, but could compete for all of them and try to replace the 
platform. When a young firm has a chance to compete for the entire market on the merits of its 
innovation because there is no exclusionary conduct holding it back, success could lead to up to 
100% of market profits, rather than a smaller acquisition payoff.157 The availability of this option 
would allow entrepreneurs to develop improvements, complements, or replacements for a 
platform according to what has the highest returns. The inability to innovate in pursuit of the 
whole market leads to lower entry in tech sectors that are already dominated by a single large 
company.  

                                                 
154 Google’s, Facebook’s, and Amazon’s annual conferences “held to announce new tools, features, and acquisitions, 
always ‘send shock waves of fear through entrepreneurs,’” according to one investment firm, and “[v]enture 
capitalists attend to see which of their companies are going to get killed next.” “The Future of Tech” (2018).  
155 Khan (2019); Robertson (2018).; see, also, e.g., Griffith (2017). 
156 Seetharaman and Morris (2017). 
157 As previously noted, many of these markets will tend toward concentration naturally, so the size of profits is not 
affected by effective competition enforcement, but the number of years they can be earned will be affected when an 
incumbent cannot block entrants. 
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4. Current Trends in Innovation 

The incipient but growing technical research supports a concern for the impact of big tech 
on innovation. Much of this research uses startup formation and its fuel, venture capital, as a 
proxy for innovation. In 2018, Facebook commissioned the consulting firm Oliver Wyman to 
write a report on this topic.158 Using Facebook, Google, and Amazon as a proxy for big tech 
platforms, the authors drew four conclusions: i) Facebook, Google, and Amazon contribute a 
very small portion of the total venture capital in tech; ii) Facebook, Google, and Amazon M&A 
activity has no impact on aggregate investment levels; iii) Facebook, Google, and Amazon R&D 
has had no impact on venture capital investment levels; and iv) the presence of Facebook, 
Google, and Amazon does not dampen venture capital investment in technology relative to other 
mature sectors.  

The first three conclusions are factual and unsurprising. But the fourth conclusion, that 
the presence of Facebook, Google, and Amazon does not dampen VC activity related to other 
sectors, is surprising. Ian Hathaway has summarized a straightforward rebuttal.159 The Facebook-
commissioned report looked at industry-wide effects. However, as Hathaway points out, viewing 
the industry in the aggregate masks the effects of dominating firms. By looking at the sub-
industries associated with each firm—social platforms (Facebook), internet software (Google), 
and internet retail (Amazon)—a different trend emerges. Since 2009, change in startup investing 
in these sub-industries has fared poorly compared to the rest of software for Google and 
Facebook, the rest of retail for Amazon, and the rest of all VC for each of Google, Facebook, and 
Amazon. This suggests the existence of so-called “kill-zones,” that is, areas where venture 
capitalists are reluctant to enter due to small prospects of future profits.160  

In a study of the mobile app market, Wen Wen and Feng Zhu come to a similar 
conclusion: Big tech platforms do dampen innovation at the margin.161 Their study analyzed how 
Android app developers adjust their innovation strategies in response to entry (or threat of entry) 
by Google:  

[A]fter Google’s entry threat increases, affected developers reduce innovation and raise 
the prices for the affected apps. Once Google enters, the developers reduce innovation 
and increase prices further. However, app developers’ incentives to innovate are not 
completely suppressed; rather, they shift innovation to unaffected and new apps. Given 
many apps already offering similar features, Google’s entry may reduce social 
inefficiency.162 

                                                 
158 “Assessing the Impact” (2018). 
159 Hathaway (2018). 
160 Hathaway (2018).  
161 Wen and Zhu (2018). 
162 Wen and Zhu (2018).  
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Ultimately, these studies are suggestive but not determinative. Much more research needs 
to be done to property identify the existence and extent of “kill zones” for market entry and 
innovation. Nonetheless, the evidence thus far does suggest that current digital platforms face 
very little threat of entry and are negatively impacting investment in key digital areas. This is 
reinforced by the fact that the key players in this industry remained the same over the last two 
technology waves, staying dominant through the shift to mobile and the rise of AI.163 In the past, 
dominant business found it difficult to navigate innovation or disruption waves. By contrast, 
Facebook, Google, Amazon, Apple, and even Microsoft were able to ride these waves without 
significant impact on market share or profit margins. This indirect evidence corroborates the 
argument that these companies are facing few competitive threats.  

There is an informal sense from practitioners that in mobile, cloud computing, and AI the 
result is the same: Innovation at the core has slowed and is centered around the tech giants.164 As 
a result, new innovation waves have emerged, centering around blockchain, distributed ledgers, 
and decentralized models (the new Silicon Valley growth paradigm); and with specialized AI, 
niche retail applications, or, in the enterprise sector, b2b models. It should be noted that, apart 
from blockchain, whose decentralization eliminates network effects (in theory), the other areas of 
innovation do not necessarily herald a change in future market structure. Some have also argued 
that, in markets that are characterized by significant market power, innovation will likely shift 
from focusing on consumer benefit (to entice a rise in market share), to consumer exploitation.165 

In summary, unlike last-century’s businesses, digital businesses will often lack 
competition in the market. This absence may be redressed by intensive competition for the 
market, as firms compete to be the winner that takes all. However, if dominant firms are able to 
maintain their dominance, even as the external environment and tastes change over time, 
consumers may be denied the benefits of competition for the market as well.  

                                                 
163 This dynamic affects where we see innovation, and by whom. While distributed technology seems to be a 
relatively open playing field with the potential for many entrants, the bulk of innovation in other spaces is dominated 
by tech giants. This is the case, for example, in the AI and voice-assistant space. In the AI field, innovation is driven 
by startups leveraging and customizing the existing technology and libraries developed by Microsoft, Amazon, 
Facebook, and Google. These companies have been quick to acquire promising ventures. Since 2011, Facebook has 
acquired seven AI startups: Face, Protogeo, Wit.ai, Bloomsbury AI, Dreambit, Grokstyle, and Ozlo. Since 2010, 
Amazon has also acquired seven startups in the AI space: Yap, ORbeu, GoButler, harvest.ai, Graphiq, Body Labs, 
and Dispatch. Finally, Google has acquired 20 AI startups since 2011, the most notable being Kraggle and 
DeepMind. See “List of Mergers and Acquisitions by Facebook” (2019); “List of Mergers and Acquisitions by 
Alphabet” (2019). The AI space may not see a successful IPO because of these dynamics. Similarly, innovation in 
voice-assistant technology has been dominated by tech giants. Microsoft’s Cortana, Apple’s Siri, Google’s Google 
Voice, and Amazon’s Alexa are examples of dominant firms leveraging their previous offerings to retain a first-
mover advantage in the market. 
164 See, e.g., Griffith (2017); “Tech Monopolies” (2018); “Andreeson Horowitz” (2018). 
165 Ezrachi and Stucke (2016). 
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F. Old Wine in a New Bottle, or a New Reality?  
The market characteristics and problems discussed above in Part I and Part II raise an 

important question: Is there something new or different about the digital economy, which 
justifies a revised approach to intervention? Is this simply old wine in a new bottle, the same old 
problems of network effects and concentration, or do we face a new reality? As we outlined 
above, we believe the digital platform may be a unique combination of economic forces that 
requires both new analysis and new public policy. 

We expect some to argue that there is no need for action. It is in the interest of the 
powerful incumbent to deny there is any problem to solve in order to delay while the market 
remains in its hands. The waiting game allows incumbents to collect profit from the status quo 
and use those profits to raise doubts or marginalize concerns in order to delay or prevent 
effective intervention.166 However, the body of research that indicates increasing problems of 
underenforcement is growing rapidly.167  

Of course, the rapid developments of our digital world are not yet fully understood and 
merit ongoing study. However, the material above makes clear that when market power becomes 
entrenched, it is difficult to return to a competitive market. Inaction could create decades of 
market power leading to weakened innovation, increased rent extraction, and social domination 
by gatekeeper tech firms. Making no policy change and standing back to let platforms carry out 
the strategies of their choice carries unusual risk. The new reality of the digital landscape 
presents new challenges that will not easily be resolved through organic competition or current 
US antitrust enforcement norms. The United States now risks missing the moment to confront a 
serious challenge to competition. That risk spurs our search for possible solutions, which we 
outline in Part IV.  

 
 
 

  

                                                 
166 See, e.g., Mullins Jack Nicas (2017) (relating Google’s funding of professors for, among other things, research 
opposing antitrust intervention in the search engine market). 
167 Morton (2019).  
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Solutions 

In this part, we outline a range of solutions to address the issues raised above. Needless to 
say, there is no magic pill. The legislature, judiciary, and regulators will each need to play a role. 
Each of the proposed solutions brings with it benefits and costs and should be considered as part 
of a balanced policy. Still, with these limitations in mind, these solutions have the power to 
address changing market dynamics and enable society to move toward a more efficient, open, 
and dynamic market environment.  

Competition policy is only one facet of society’s wider goals. Alongside the promotion of 
competition policy, policymakers may wish to implement policies to promote privacy, 
democratic accountability, and fairness. While these goals may be advanced indirectly through 
the measures proposed below, they can also be addressed more directly through laws and 
regulations that we do not consider here. Other committees provide valuable insights on possible 
advancements on that front. 

Having established the impact of high entry barriers, we open with a fundamental 
question about the ability of a market to self-correct.  

A. Will Markets Self-Correct When Competition Problems Arise? 
The question whether the market will self-correct is central to antitrust policy. It affects 

the scope of illegality, as well as the zeal with which competition agencies approach 
intervention. It also affects the gain from implementing both ex ante and ex post solutions to 
insufficient competition. When there is a reasonable chance that technological progress and 
innovation will speedily prevent or remove bottlenecks and maintain an active competitive 
process, intervention should be limited. For example, the stock trading app Robinhood Markets, 
which slashed per-trade fees to zero, has forced competitors to scramble—even JP Morgan is 
now offering a free stock trading app for consumers.168 Likewise, Amazon and Wal-Mart are 
currently vigorously competing for fast and cheap delivery services, forcing others to follow.169  

Acolytes of the Chicago School have persuaded many federal officials and judges that 
markets will generally quickly self-correct, and that antitrust scrutiny should therefore be limited. 
This conviction has extended into digital markets. Opponents of government intervention point 
to the dynamic nature of technology, the role of disruptive innovation, and firms’ strong 
investment in research and development. They defend the adequacy of a free-market, 

                                                 
168 Son (2018). 
169 Bhattacharyya (2019); Cheng (2018); Statt (2018). 
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noninterventionist approach, and argue that the cost of over-intervention outweighs the benefits 
of intervention.  

While some markets may self-correct, the findings of this report suggest that rapid self-
correction in markets dominated by large digital platforms is unlikely, and that harms to 
economic welfare from the exercise of market power in such markets are substantial. As 
discussed above, entrants find it difficult to overcome the high barriers to take on digital platform 
incumbents. Economies of scale, economies of scope, network effects, and negligible marginal 
cost all work together to make entry difficult in existing markets. Moreover, while monopoly 
profits are a lure to competitors, incumbents can use those very profits to entrench themselves 
and protect their position. No matter how dynamic the technology, an entrant will not unseat a 
monopolist if the monopolist is permitted to buy the dynamic entrant for a share of monopoly 
profits. Both parties gain from such a transaction—and the public loses.  

The result is less entry than a more competitive environment would create. Less entry 
into digital markets means fewer choices for consumers, stunted development of alternative 
paths of innovation, higher prices, and lower quality. Self-correction is not a realistic expectation 
in this environment—indeed, the available evidence suggests it has not happened—and public 
policy should not rely exclusively on it. Effective antitrust enforcement and regulation must take 
account of this reality. If there is a force toward self-correction, it may require active promotion 
to succeed, and in this way public intervention can be complementary rather than antagonistic to 
market forces. Indeed, the other reports that have addressed this problem around the world have 
accepted that policy changes are necessary in order to avoid stagnant and harmful digital 
markets. We now turn to what policy options exist, and which of these the government might 
adopt. 

B. US Antitrust  

1. Basic Principles 

Antitrust law is intended to prohibit private conduct by firms that reduces economic 
welfare.  Although application of antitrust principles can be complex and the specific doctrinal 
embodiments of those principles can seem arcane and arbitrary, at its core US antitrust law is 
simple.170 It can be summarized in a single sentence: Private conduct that creates or increases 
market power, other than by efficiency-based competition on the merits, is illegal.   

There are two fundamental components of any antitrust violation. The first is bad 
conduct, commonly called “anticompetitive conduct.” The second is a resulting harm to 
economic welfare from the creation of more market power than would otherwise exist. A firm 

                                                 
170 Melamed (2019). 
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gains market power when the competitive discipline imposed upon that firm by either actual or 
potential future rivals is reduced. One way to achieve market power is through price-fixing and 
other forms of collusion, but we will not address such behaviors here. Rather, this report will 
focus on antitrust law as it applies to mergers and non-merger exclusionary conduct. 

Importantly, a firm does not violate the antitrust laws if it gains market power by 
competing on the merits rather than as a result of anticompetitive conduct. For example, if a firm 
enters the market with a fantastic new product that has strong network effects, competes solely 
on the merits of that product with no anticompetitive conduct, and finds itself with 95% market 
share, it would not have violated the antitrust laws. Similarly, a firm does not violate the antitrust 
laws if it engages in anticompetitive conduct but that conduct does not harm the market as a 
whole and fails to result in additional market power.171  

 

                                                 
171 Certain types of conduct, notably agreements among competitors fixing prices or allocating customers or service 
areas, are regarded as unlawful per se, which means that they are unlawful without proof of harm to competition in 
the market as a whole. Per se illegality in these circumstances is not a rejection of the principle described in this text. 
Rather, per se illegality reflects a pragmatic judgment that those types of conduct are so likely to harm competition 
and so unlikely to provide any welfare benefits that it would be needlessly costly and burdensome to require proof of 
harm to the market as a whole on a case-by-case basis. 

Box IV 
More About US Antitrust Law 

There are four substantive elements to any US antitrust violation: Private, as opposed to 
government, conduct; anticompetitive conduct; creation or increase in market power; and a causal 
connection between the conduct and the market power. There are three basic types of conduct that 
can be anticompetitive. They are (i) mergers that lessen competition, (ii) conduct that excludes or 
weakens actual or potential rivals, and (iii) conduct that constitutes or facilitates collusion (e.g. 
cartels) among firms that would otherwise compete more vigorously. Possible antitrust problems 
involving digital platforms are most likely to arise from the first two types of conduct.  
Anticompetitive conduct is conduct that is likely to lead to the creation or maintenance of market 
power for reasons other than an increase in allocative efficiency (i.e., by increasing output or 
decreasing price where price is not less than marginal cost) or productive efficiency (i.e., by 
reducing cost or increasing product quality). The range of potential anticompetitive conduct is 
nearly boundless and can include burning down a rival’s factory, designing products to be 
incompatible with rivals’ products, acquiring smaller rivals to shut them down or deny them to 
other suitors, exclusive dealing and Most Favored Nation clauses (MFNs) in some circumstances, 
and some forms of tying or bundling multiple products or services. Digital markets are prone to 
new and innovative violations of the antitrust laws because marginal costs are often close to zero, 
the business models themselves are often new and innovative, and firms are able to be creative 
with new product bundles, contracts, and transactions. 
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More About US Antitrust Law (Cont.) 
Current popular debate often seems to imply that high market share in and of itself is a violation 
of the antitrust laws. It is important to understand that a firm can violate the antitrust laws only 
if it engages in anticompetitive conduct, even if its conduct causes the firm to gain monopoly 
power. Thus, for example, a firm does not violate the antitrust laws by gaining market power 
solely because it has a better product that consumers choose to buy for that reason or because it 
develops a better distribution channels that consumers find convenient. 
Since at least the middle of the twentieth century, US antitrust law has embraced the view that 
those who do not engage in anticompetitive conduct are entitled to the fruits of their labor, 
including any market power or dominance that they might have gained. This view rests on the 
concern that breaking up or restricting firms that obtain their success by competition on the 
merits would deter the very kind of aggressive but procompetitive conduct that the antitrust 
laws are intended to encourage. Such no-fault intervention would deter such conduct, both 
because firms would fear that too much success would end up hurting them and because they 
would be uncertain about the antitrust implications of their conduct. While firms that achieve 
durable market power, especially in industries that are regarded as “natural monopolies,” are 
sometimes subject to sectoral regulation, durable market power is not itself a sufficient basis for 
antitrust intervention. Society has other legal mechanisms to regulate an industry that is not 
delivering on social goals. 
US antitrust law has also long required that antitrust plaintiffs prove, not just anticompetitive 
conduct, but also that the conduct harmed competition in the market as a whole.1  This 
requirement limits antitrust enforcement to those matters that are important enough to warrant 
costly and burdensome antitrust proceedings and ensures that antitrust law remains focused on 
making markets work.  
Both the anticompetitive requirement and the market power requirement protect the competitive 
process, another concern that arises in the popular debate. The conduct requirement does this by 
focusing antitrust enforcement on conduct that is not efficiency-based and can thus create 
market power only by distorting competition on the merits. The market power requirement does 
this by focusing antitrust enforcement on conduct that impairs the competitive discipline of 
rivals and, in that way, harms the competitive process. Many of the current proposals for more 
aggressive antitrust enforcement, although couched in antitrust language, would dispense with 
either the bad conduct requirement or the market power requirement. 
Conduct that harms competition without creating any efficiencies can readily be characterized 
as anticompetitive. Examples of such conduct include mergers among competitors that do not 
create efficiencies by combining complementary assets, conduct whose only purpose is to harm 
or exclude competitors, and agreements among competitors about their prices or other terms of 
trade. 
 
1 See Brunswick Corp. v. Pueblo Bowl-O-Mat, Inc., 429 U.S. 477, 488 (1977) (“The antitrust laws . . . were 
enacted for the protection of competition, not competitors.”) (internal citation and quote marks omitted). 
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While US antitrust law has long been flexible in combatting anti-competitive conduct, 
there is increasing concern that it has been underenforced in recent years. First, there is 
increasing evidence that the enforcement agencies and courts have permitted too many mergers 
between competing firms that have led to post-merger price increases and other indications of 
increased market power.172 Vertical mergers are rarely challenged by the enforcement 

                                                 
172 See Kwoka (2014); Baker (2018): 39 (listing six reasons to believe that industry concentration cannot be 
explained by scale economics, including the fact that various forms of anticompetitive behavior are “insufficiently 
deterred” and that “market power is durable”); Kwoka (2017); Kwoka (2015); Dafny, Duggan, and Ramanarayanan 
(2012) (“[T]he mean increase in local market [firm concentration] between 1998 and 2006 (inclusive) raised 
premiums by roughly 7 percent from their 1998 baseline”); Ashenfelter and Hosken (2010). But see Vita and 
Osinski (2018).  See also Kulick (2017); Blonigen and Pierce 2016): 24.  

More About US Antitrust Law (Cont.) 
When conduct both generates efficiencies and impairs the competitive efficacy of rivals, the 
question whether it is anticompetitive is less clear and will depend on specific facts. The 
conduct is more likely to be unlawful if substantially all of the efficiencies could be achieved 
by an alternative that is less harmful to rivals or if the efficiencies are insubstantial and the 
harm to rivals is great. Courts rarely deem conduct anticompetitive if it generates substantial 
efficiencies that cannot be realized by an available alternative, regardless of the impact of that 
conduct on rivals. 
As explained in greater detail below, antitrust enforcement decisions are often made with 
great uncertainty about the efficiencies and market impact of the conduct at issue. For the 
past 30 years or so, antitrust law has reflected the view that mistakes in the direction of over-
enforcement are more problematic than those in the direction of under-enforcement. One 
premise of this view is that under-enforcement results in market problems that are likely to be 
corrected by innovation or other market developments. As noted above, this report assesses 
the state of the evidence on entry and innovation and concludes that such self-correction is 
unlikely to be prompt and effective, in part because digital platforms that have achieved 
market power possess formidable barriers that inhibit entry and innovation. The assumption 
that over-enforcement is costly is reflected in aspects of antitrust doctrine applicable to 
exclusionary conduct, vertical contracts, and merger review as well as in courts holding 
antitrust plaintiffs to demanding standards of proof. 
The relative concerns about the risks and cost of over-enforcement and under-enforcement 
embodied in current antitrust law has been subject to increasing criticism. This report 
concludes that the tolerance of antitrust law for under-enforcement should be reassessed and 
recalibrated. Careful recalibration of the benefits and costs of different mistakes is likely 
essential to the development of more aggressive antitrust law that remains consistent with the 
principles described above.   
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agencies,173 and claimed or expected merger-related efficiencies are often not realized. Second, 
monopsony—market power of buyers or employers—appears to be a growing problem.174 
Recent studies suggest that labor markets are less competitive than previously thought and 
employers have exercised market power against workers in those markets.175 Third, there have 
been few antitrust challenges to exclusionary conduct since the government’s 1998 case against 
Microsoft, and courts have in several instances been hostile to such cases and have imposed 
daunting proof requirements on plaintiffs. Apparent under-enforcement is in part due to courts’ 
reliance on so-called Chicago School assumptions that do not have a sound theoretical or 
empirical basis. 

Regardless of whether or not antitrust enforcement has failed to keep up with conduct in 
the economy more generally, the challenge of enforcing in the area of digital platforms presents 
new issues. The platforms create new competitive environments; they provide opportunities for 
new types of anticompetitive conduct; and they create new economic and conceptual challenges 
for antitrust enforcement. This section is focused on analysis and recommendations designed to 
help such future enforcement, though that enforcement will often be addressed to conduct that 
occurred in the past.  

The challenges facing future antitrust enforcement are more than just analytical and 
intellectual.  Antitrust law and its application by the courts over the past several decades have 
reflected the now outdated learning of an earlier era of economic thought, and they appear in 
some respects inhospitable to new learning. Antitrust enforcement better suited to the challenges 
of the Digital Age may therefore require new legislation.  

                                                 
173 Hoffman (2018) (admitting that “vertical merger enforcement is . . . a small part of [the FTC’s] merger 
workload”). 
174 See, e.g., Kades (2018). 
175 Preger and Schmitt (2019).  
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Box V 
EU Competition Law 

EU competition law, like US antitrust law and the competition laws of most nations, is 
intended in large part to promote economic welfare by prohibiting private conduct that 
injures or is likely to injure competition. Not surprisingly in light of this shared objective, US 
and EU law are very similar. 
With respect to market power, similar to US antitrust law, a firm does not violate the EU 
Competition laws if it gains power by competing on the merits rather than as a result of 
anticompetitive conduct. EU Competition law only condemns the abuse of a dominant position. 
An abuse, under EU law, may however include a wider range of prohibited exclusionary and 
exploitative practices than under US antitrust law. As a result, some practices which may not 
trigger enforcement action under US antitrust law, may nonetheless be regarded as infringing 
EU competition law.  
In this context, it is also worth noting the (wider) goals of EU competition law. According to 
the European Commission, competition on the market is protected ‘as a means of enhancing 
consumer welfare and of ensuring an efficient allocation of resources.’1 This notwithstanding, 
EU competition law has also consistently been held to protect ‘not only the interests of 
competitors or of consumers, but also the structure of the market and, in so doing, competition 
as such.’2 Moreover, a genuinely indigenous objective is worthy of note, namely that of 
promoting European market integration.3 

The multitude of competition goals, and their position within the wider normative EU values 
may sometimes contribute to possible inconsistencies between the EU and US analysis.4  
EU Competition law is enforced both at public and private levels; public enforcement is carried 
out by the European Commission and by the Competition Authorities of the member states. 
Private enforcement takes place in the courts of the member states, where private parties may 
bring follow-on or stand-alone damage claims.  
1 European Commission, ‘Guidelines on the Application of Article 81(3) of the Treaty’ [2004] OJ C101/97, 
para.13 (hereinafter ‘the General Guidelines’). 

2 Case C-501/06 P GlaxoSmithKline Services Unlimited v Commission and Others [2009] ECR I-9291, para 63. 
See also Case C-8/08 T-Mobile Netherlands and Others [2009] ECR I-4529, paras 31, 36, 38-39; Council 
Regulation (EC) 1/2003 on the Implementation of the Rules on Competition Laid Down in Articles 81 and 82 of 
the Treaty [2003] OJ L1/1, Recital 9; European Commission, ‘Green Paper on Vertical Restraints in EC 
Competition Policy’ COM(96) 721 final, para 180. 

3 Information Service High Authority of the European Community for Coal and Steel Luxembourg, ‘The Brussels 
Report on the General Common Market’ (June 1956) (Spaak Report); David J Gerber, ‘The Transformation of 
European Community Competition Law?’ [1994] Harvard Intl LJ 97, 102. 

4 Ezrachi, Ariel, EU Competition Law Goals and the Digital Economy (June 6, 2018). Oxford Legal Studies 
Research Paper No. 17/2018. Available at SSRN: https://ssrn.com/abstract=3191766 
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C. Special Challenges Presented by Technology Platforms 
Technology platforms present particular challenges for antitrust enforcement. Markets tip 

and resulting market power is durable, so even effective antitrust enforcement is unlikely to 
generate fragmented markets. Nonetheless, enforcement that protects competition on the merits 
in the first stage and prevents exclusionary conduct in the second stage will help ensure that 
market-participants make unfettered choices among competing platforms and that entry and 
innovation are not inhibited by private rent-seeking. Additionally, these markets move very 
quickly in areas such as new product introduction, foreclosure, and tipping. Antitrust litigation 
does not move quickly. Effective antitrust enforcement should move as rapidly as is practicable. 
However, enforcers will be most effective when they choose enforcement priorities and remedies 
to generate optimal deterrence of anticompetitive conduct. 

As explained above, digital platforms are able to exploit behavioral biases to their 
advantage. Economists describe these strategies as falling into two conceptually distinct 
categories of conduct: exclusive (strategies that foreclose competition) and collusive (strategies 
that cause higher prices).176 The former occurs when platforms exploit behavioral biases to keep 
consumers attached to their platforms and make switching to alternatives more difficult. These 
tactics generally make consumers less receptive to competitive alternatives—they lower 
contestability—and thus raise entry barriers. Platforms also exploit behavioral biases—such as 
hyperbolic discounting and limited self-control—to extract surplus from both consumers and 
content providers. Strategies such as offering addictive content at moments when consumers lack 
self-control increase time spent on the platform and profitable ad sales even as the platform 
lowers the quality of content. These tactics increase the welfare costs of market power.   

Many technology platforms are distinctive because they provide valued services to 
consumers without charging a monetary price. Instead, consumers barter their attention and data 
to the platforms in exchange for these services. The platforms use that attention and data to 
generate monetary payments from advertisers. While a barter transaction is, in principle, subject 
to antitrust scrutiny just like any other transaction, antitrust enforcement has had vastly more 
experience with transactions based on monetary prices, and that experience has prompted the 
development of sophisticated tools to analyze money prices.177 Where monetary prices are fixed 
at zero while quality changes over time—in response to changes to the nature of the services, 
privacy protections, content offerings and the like—the quality-adjusted prices change. Because 
economists, antitrust agencies, and courts have less experience with quality, they lack equally 
sophisticated tools for analyzing changes in quality-based prices. This is partially because quality 

                                                 
176 Salop (1986). 
177 For example, the US agencies’ traditional definition of an antitrust market is one in which a monopolist could 
profitably raise price by a non-insignificant amount for a significant period of time. See “Horizontal Merger 
Guidelines” (2010): 9, § 4.1 (defining the hypothetical monopolist test). 
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naturally presents itself in a less quantified form than price, but also because in regular markets 
price often adjusts to quality, not the other way around, so economists have been able to rely on 
price as one measure of quality. When enforcers are able to quantitatively link quality to price, 
they will be better equipped to fit digital cases into older, price-centered jurisprudence. 

Technology platforms also pose unusual challenges for antitrust merger enforcement. To 
the extent that platforms are in winner-take-all or winner-take-most markets, mergers among 
significant, existing competitors, which are the mergers most subject to antitrust challenge, are 
likely to be rare. Instead, competition in such markets is largely for the future, often in evolving 
and very different markets. This competition is sometimes called “competition for the market” or 
“leapfrog” competition. In this context, acquisition by a dominant platform of a much smaller 
and possibly nascent firm could be very damaging to competition if, absent the acquisition, the 
smaller firm would develop into a major competitive threat or would lead to significant change 
in the nature of the market. In a concentrated market structure, this potential competition from 
very small entrants may be the most important source of competition faced by the incumbent 
firm.178 

The problem is that it is very difficult to know at the time of an acquisition whether the 
acquired firm is likely to develop into a competitor or whether, to the contrary, acquisition by the 
platform offers the most promising path to the commercial development and use of the acquired 
firm’s new technology or an essential exit strategy for investors in the acquired firm. Antitrust 
agencies and antitrust law need to develop a better understanding of the circumstances under 
which acquisitions of nascent competitors might be anticompetitive.179 Enforcers may have to 
learn to think more as venture capitalists do and understand their analytics in order to better 
identify harms. A pattern of repeated purchases of small potential competitors that could have 

                                                 
178 The D.C. Circuit in Microsoft endorsed this principle. See United States v. Microsoft Corp., 253 F.3d 34, 79 
(D.C. Cir. 2001) (en banc) (per curiam) (“[I]t would be inimical to the purpose of the Sherman Act to allow 
monopolists free reign to squash nascent, albeit unproven, competitors at will.”). 
179 In addition, because small acquisitions are not subject to pre-merger review under the Hart-Scott-Rodino Act, 
agencies are often unaware of the acquisitions until after they are consummated. The threshold for pre-merger 
notification was raised in December 2000 from $10 million to $50 million. While transactions under the threshold 
are still subject to Clayton Act enforcement, agencies do not see them in advance, may not find them at all, and can 
only sue to unwind them after the fact. After the filing threshold increase, there was a sharp uptick of newly non-
notified mergers (between $10 and $50 million) between direct competitors—the type of mergers that likely would 
have been blocked during HSR review, had it occurred. Small technology mergers fall in this category also and are 
rarely reviewed or challenged. See Wollman (2019). An example of a problematic merger of this type that was 
challenged by DOJ after consummation is Bazaarvoice-PowerReviews. United States v. Bazaarvoice, 3:13-cv-
00133-WHO, 2014 WL 203966 (N.D. Cal., Jan. 8, 2014). While the government prevailed in that litigation, because 
the two software firms had gone some way down the integration path, the result was arguably not as favorable for 
consumers as if the transaction had been notified and blocked ex ante which would have preserved two robust 
competitors. In general, the evidence demonstrates that firms act quickly to obtain market power in the absence of 
government enforcement, and that the requirement to notify the government serves as an important deterrent to 
anticompetitive mergers. 
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developed into substitutes, or an acquisition price that reflects a sharing of monopoly rents, 
might be useful indicators of possible competitive risks.  

Antitrust law might also have difficulty policing conduct by established technology firms 
that tends to exclude or marginalize smaller rivals. Recall that at launch a platform invites and 
encourages complementors to provide content and functionality on its platform. It does this when 
it is competing for consumers’ attention against other platforms because it wants its platform to 
be attractive. A successful platform creates an ecosystem that is valuable to consumers. 
However, one or both of the following issues may arise. In the first, a complement to the 
platform seeks to become its horizontal competitor. In the second, the platform seeks to become 
a horizontal competitor of one of its complements. Let us take these one at a time. 

First, a complement can develop the ability to form a relationship with the end user that is 
sufficiently free-standing and valuable to take the user off the platform and into a separate 
relationship with the complement. The platform has an incentive to foreclose the complement to 
prevent this loss of market power and profit. Because the complement is transitioning into direct 
horizontal rivalry with the platform, US law does not have any trouble recognizing antitrust 
violations of this form. For example, content providers like Yelp are Google’s complements—
people want to be able to find Yelp reviews via Google—but Yelp is also a search engine that 
could grow to rival Google search. Google has entered the restaurant review market with its map 
product, and Yelp now alleges that Google is engaging in foreclosure.180 

Second, if the platform observes that a complement (say, complement Z) is earning 
strong profits, the platform may seek to enter that complementary market. Because the platform 
and rival complement Z providers are now horizontal competitors, the platform has the 
incentive—and, often, the ability—to foreclose those competitors. This could take the form of 
banning rival complements from the platform, reducing their ability to interoperate, raising their 
costs, steering customers elsewhere, and so forth. If the platform’s new product Z is a wonderful 
innovation, there will be an efficiency (in the form of higher quality) to weigh against any harms 
from less competition.181 At root, there is a fundamental question about whether all the rents of 
the platform are part of the competitive return to the creator of the platform, particularly if the 
complementors’ added-value can be driven to zero once the network effects are operational. In a 
setting with single-homing users, those complements may have no bargaining power ex post and 
the platform may have the incentive and ability to give them a share of zero. This is a 

                                                 
180 Duhigg (2018). 
181 Khan (2017). See also Zhu and Qihong (2018) (finding that “[w]hile Amazon's entry discourages affected third‐
party sellers from subsequently pursuing growth on the platform, it increases product demand and reduces shipping 
costs for consumers”). 
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particularly interesting problem when those complementors added value to the platform at a 
critical competitive moment before network effects and entry barriers protected it.  

Addressing this issue, the U.K. Furman Report and the EC Vestager Report both devote 
significant discussion to platforms being “fair” to complementors. First, a sectoral regulator is 
likely to be better than the antitrust laws at enforcing fairness norms. Antitrust law is focused, 
not on fairness itself, but on anticompetitive conduct that creates market power and might 
therefore permit various types of conduct that some might regard as “unfair” because, for 
example, a platform extracts the rents of partners that offer a good product but have no 
bargaining power. Because the complementor is not threatening to replace the platform, the 
simple exclusion theory of harm explained above does not apply directly. The situation is 
informally akin to the familiar “open early, closed late” strategy.182  In the “open early, closed 
late,” strategy a firm at first encourages others to become dependent on connecting to it and 
relying on it, and later uses their dependence to shut out competitors or extract monopoly 
rents.183 This type of behavior might be regarded as exploitation or excessive pricing and thus 
deemed to be an unlawful abuse of dominance under EU law. It would violate US law only if, 
among other things, it enabled the platform to gain or preserve market power it otherwise would 
not have in either the platform market or the market in which the excluded firm did business. In 
the latter case under US antitrust law, this conduct might be captured under the “duty to deal” 
framework. 

Because large technology platforms have huge scale and benefit from network effects, 
they are often able to engage in aggressive conduct targeted at rivals without violating existing 
antitrust standards. The platforms might be able to copy rivals’ innovations or otherwise increase 
the value of their services to consumers without pricing below cost, and they might be able to 
insist that rivals using their platforms enter into agreements, such as agreements regarding access 
to consumer data, that enhance the platform’s ability to compete. A platform might be able to 
require exclusive contracts or loyalty-based contracts that cause single-homing by one side (e.g. 
drivers or consumers). Such single-homing might cause the market to tip in the platform’s favor 
and exclude a competitor. This kind of conduct often has efficiency benefits that make it difficult 
to challenge the conduct under the antitrust laws. Certain aspects of antitrust law might be 
adjusted, for example antitrust rules intended to prohibit dominant firms from engaging in 
conduct that would exclude an equally efficient competitor could be revised to better protect 
smaller competitors. Nonetheless, it is unlikely that such adjustments would entirely eliminate 
the competitive advantages inherent in large firms with substantial scale and scope economies. 

                                                 
182 Sher and Tennis (2016); Shapiro (2005): 15 (“[I]n a network industry, a firm might obtain a dominant position 
based in part on certain ‘open’ policies that induce reliance by complementary firms, and then later exploit that 
position by offering less favorable interconnection terms or by refusing to interconnect with them altogether.”). 
183 For an example, see the discussion of Cisco-Arista at note 58, supra, and accompanying text. 
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Pinpointing the locus of competition and therefore the relevant market in which 
technology platforms compete can also be challenging because the markets are multisided and 
are often ones with which economists and lawyers have little experience. This complexity can 
make market definition another hurdle to effective enforcement. For example, two platforms 
might compete in general search, while also each offering social media and mapping 
functionalities, among other services. Advertisers that buy ads on searches may be a common set 
of customers. While courts and agencies have substantial experience analyzing advertising 
markets, for example, they are less knowledgeable about markets for attention or barter 
transactions involving data made available to providers as an unintended byproduct of using a 
digital platform. The problems are compounded by the facts that technologies surrounding the 
products’ functions in digital markets are continually changing and changes in quality-adjusted 
prices are difficult to observe.  

Only one litigated US case has explicitly addressed these issues. That case culminated in 
a 2018 decision by the US Supreme Court.184  Although the decision has been praised by some 
conservative commentators,185 it has been widely criticized by others.186 The case itself involved 
the credit card business and what the Court called a “transaction platform,” in which the platform 
(American Express) facilitated simultaneous transactions between consumers and merchants.187 
It should not, therefore, be legal precedent applicable to other kinds of platforms like Google and 
Facebook. But the case does suggest that the five-Justice majority on the Court is hostile to 
antitrust enforcement (at least in vertical and exclusion cases), does not understand multi-sided 
markets very well, and might be more influenced by ideological preconceptions than by evidence 
in the case or fact-finding by district court judges.188  

The harm from lack of competition in digital markets will manifest itself in quality and 
innovation, as well as from higher prices to advertisers. As detailed by Giulio Federico and 
colleagues, the impact on consumer welfare of a decline in innovation due to lack of competition 
is likely to be large, especially in the case of fast-moving technologies that affect many 
consumers and related businesses.189 Very often the uncertainty involved in evaluating harms to 
innovation will be high, especially in contrast to the analysis of price forecasts. It is possible to 
measure pipeline projects and current R&D to obtain a sense of competitive overlap or 

                                                 
184 Ohio v. American Express Co., 138 S. Ct. 2274 (2018). 
185 See, e.g., Federal Trade Commission (2018): 228-235 (Vinson & Elkins partner Darren Tucker praising the 
American Express decision).  
186 See, e.g., Carlton (Forthcoming); Hovenkamp (2019); Melamed and Petit (2019); Katz and Sallet (2018). See 
also Federal Trade Commission (2018): 226 (Goldstein & Russell partner Eric Citron describing the American 
Express decision as “economically illiterate”).  
187 American Express, 138 S. Ct. at 2277.  
188 Anthony Kennedy, one of the members of the five-justice majority in American Express, has since retired, but his 
replacement, Brett Kavanaugh, is likely even more ideological on antitrust matters. See Calkins (2018). 
189 Federico, Morton, and Shapiro (2019) (on file with authors). 
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trajectory, but the tools do not yet exist to accurately forecast the speed and direction of 
innovation in the longer run. Likewise, obtaining quantitative evidence about the innovations or 
products that would have been offered to consumers in the absence of the conduct is often not 
possible.  

Perhaps in part as a result of these challenges, US antitrust has not been active in policing 
allegedly anticompetitive conduct by technology platforms. The government’s last 
monopolization case involving issues raised by platforms was the Microsoft case in 1998. Today, 
the European Commission and the European National Competition Authorities effectively act as 
the global enforcers for allegedly exclusionary conduct that operates at a global level in 
industries such as software, chips, and digital platforms.190  

D. Could a Reformed Antitrust Law be Effective in Dealing with Digital 
Platforms? 

There are many ways that US antitrust law could be revised to make it more aggressive in 
addressing competition problems while maintaining the objective of prohibiting private conduct 
that reduces economic welfare. Such changes could improve competition enforcement in digital 
markets as well as others.  

1. Reform by What Means? 

With few exceptions, antitrust law has in the past evolved in a common-law-like process 
by which it has reflected new learning and judicial and market experience. This process is 
continuing, at least to some extent, as antitrust law and enforcement have recognized, for 
example, previously unnoticed competition problems in labor markets and doctrine has evolved 
to incorporate new learning about competitive problems that can be created by most favored 
nation (MFN) and other vertical agreements. The challenges posed by the big technology 
platforms and the current populist political climate have, however, put the issue of antitrust 
reform before Congress in various legislative proposals. There are advantages and disadvantages 
to both common law evolution and new legislation.  

Evolution by a common law-like process takes time. It took the Chicago School roughly 
20 years to refocus antitrust law, from the early expressions of its perspective in 1950s and 
1960s191 until the Supreme Court’s seminal decision in GTE Sylvania in 1977192—and the 
obstacles are probably greater now. While there had been ebbs and flows in antitrust 
enforcement in the mid-twentieth century, there was not a well-formed conceptual framework 
calling for aggressive enforcement that the Chicago School proponents had to overcome. The 

                                                 
190 See, e.g., European Commission (2018a); European Commission (2009); European Commission (2017b). 
191 See, e.g., Bowman (1957); Bork (1966); Bork and Bowman (1963): 138. 
192 Continental T.V., Inc. v. GTE Sylvania Inc., 433 U.S. 36 (1977). 
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structure-conduct-performance paradigm was widely accepted as an economic proposition, but it 
was not embedded in a rigorous normative and conceptual antitrust framework. By contrast, 
oversimplified Chicago School thinking has provided a widely accepted framework for antitrust 
analysis for more than thirty years. Perhaps more importantly, many federal judges, appointed by 
an increasingly ideological vetting process, are trained in and adherents of that framework. Many 
seem unaware of new economic research that calls into question many of the tenets of that 
framework and continue to cite outdated Chicago School publications of the 1970s and 1980s. 
And, while there has been a great deal of economic research and literature on which a new 
antitrust paradigm could be constructed, there is not a widely accepted, alternative paradigm that 
is comprehensible to and administrable by lawyers and judges. Even if such a paradigm were 
written tomorrow and rapidly became widely accepted, it would likely take years for that 
paradigm to be manifest in doctrinal changes and market outcomes. 

New legislation could in principle be adopted and take effect much more rapidly. New 
legislation would not need to depart from the dual requirements of bad conduct and harm to 
competition in the market as a whole. Such legislation might, instead, implement a recalibration 
of the relative tolerance of antitrust law for the risk of over-enforcement and under-enforcement 
by prescribing rebuttable presumptions that would ease the high proof requirements currently 
imposed on antitrust plaintiffs and place on defendants a more rigorous burden of proving 
efficiencies. Some possible new presumptions and similar reforms are outlined below.  

The risk, of course, is that new legislation will not be enacted by experts committed to 
sound, economically-focused antitrust. It will be designed by Congress in a politically charged 
environment subject to pressure from the very companies who stand to lose their market power if 
subject to increased antitrust oversight, or who benefit if their trading partners are subjected to 
excessive oversight.   

There is more at stake than the risk of flawed legislation. Antitrust law has maintained 
legitimacy and widespread support for nearly 130 years in part because it applies to all forms of 
commercial activity and is not perceived as special interest legislation. In our view it is very 
important that antitrust law not have different rules aimed at different sectors—such as 
technology193 or agriculture194—that would differentiate industries and undermine political 
support for antitrust law in general. For this reason, the report outlines a number of useful digital 
platform interventions that can be undertaken by a sectoral regulator rather than falling to the 
task of antitrust enforcement.  

Equally important, antitrust law has benefited immensely from the brevity and vagueness 
of the key statutory provisions because they have enabled antitrust law to evolve in response to 
                                                 
193 As suggested, by, e.g., Warren (2019a). 
194 As suggested by, e.g., Warren (2019b). 
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new learning. The challenge with new legislation is to embrace enduring normative principles 
without codifying current economic learning in a way that will prevent the law from evolving to 
take account of newer economic findings.  

2. Reform of Antitrust Law through a General Tightening 

As noted, most antitrust cases require uncertain decisions about unknowable future events 
like innovation or entry or about unobservable economic elements like demand curves, marginal 
cost, and product quality. Much US antitrust law reflects judgments about how to deal with such 
uncertainty. Those judgments are embodied in rules regarding burdens of proof, evidentiary 
presumptions, and decision-theoretic approaches to fact finding. They are also embodied in 
substantive legal doctrine, such as rules regarding predatory pricing and unilateral refusals to 
deal that are intended to reduce the likelihood of false positives (erroneously finding a business 
has violated the law) even at the risk of false negatives (erroneously deciding that a business has 
not violated the law). Digital markets typically have high levels of uncertainty and move quickly. 

Given uncertainty, courts must determine how much weight to put on the risk of 
enforcement mistakes: both the likelihood of a mistake and its cost. Much US antitrust law is 
driven by a judgment, embraced by the Chicago School, that avoiding false positives (good 
conduct judged to be bad) is more beneficial to society than avoiding false negatives 
(anticompetitive conduct judged to be good).195  This judgment rests on the beliefs that false 
positives are difficult to correct but that false negatives will be quickly corrected by market 
forces. These beliefs seemed plausible in 1975 in a Chicago School framework, but they have 
never been empirically demonstrated and have fallen into disrepute. Moreover, their logic is 
incomplete because the cost to society of a false negative, for example, depends not only on its 
likelihood, but also on both the magnitude and the duration of the resulting harm.  

It is time for antitrust law to recalibrate the balance it strikes between the risks of false 
positives and false negatives. Underenforcement is likely to be costlier than previously thought 
because, among other things, market power of large technology platforms is more enduring. 
False negatives are almost certainly more common than previously thought because certain types 
of conduct that were previously thought to be benign are now understood to be anticompetitive. 
Especially in technology markets, the most important competitive threats to incumbent firms are 
likely to come from new entrants that might be vulnerable to exclusionary conduct or 
anticompetitive acquisitions when their competitive prospects are uncertain. In addition, false 
positives might be less common than previously thought because of the development in the past 
few decades of more sophisticated and reliable econometric and simulation tools for assessing 

                                                 
195 For a classic statement of this proposition, see Easterbrook (1984) (“There are limits on the ability of courts to 
sort the beneficial from the deleterious manifestations of [restrictive dealing] practices, and most of the time it is 
better not to try than to try and fail.”). For a criticism of this view, see Baker (2015). 
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conduct and market power effects. New work by economists studying multi-sided markets, 
network effects, the economics of nominally “free” goods and services, and restrictive vertical 
agreements suggests that antitrust agencies and courts should be able to continue to improve in 
their ability to make sound enforcement decisions. And false positives might be less costly than 
previously thought because firms are finding new and different ways to realize efficiencies.   

A recalibration of this type should influence antitrust law in two basic ways. First, it 
should provide a basis for revising certain aspects of antitrust doctrine that were adopted 
explicitly in order to minimize the risk of over-enforcement. Second, it could more broadly 
provide a basis for courts to impose less demanding proof requirements on antitrust plaintiffs, 
especially where facts are difficult to observe or prove directly and indirect or circumstantial 
proof is available. Again, we pursue our theme of harm to entry through the next section. 
Exclusion of existing or potential entrants is well established in both the economics literature and 
the antitrust jurisprudence as a harm to competition, but the law is not well calibrated to 
recognize this familiar tactic in its new setting. 

Some of the specific ways in which the law might be revised are set forth below. They 
could be achieved by common law-like evolution of antitrust law or by new legislation. 

3. Specific Areas of Possible Antitrust Reform [designed for the specialist reader] 

To address the issues raised by technology platforms, antitrust enforcement agencies and 
courts will need to understand the unusual factual context that those platforms often present and 
be receptive to recent and future economic learning about the implications of that context and 
how to apply antitrust principles to it. Economists and other experts will need to develop new 
understanding and new tools to aid agencies and courts in addressing these matters, among 
others: 

• How to assess the quality-adjusted price paid for a good or service sold in a barter 
transaction with zero or close to zero monetary price, and how to define and analyze 
markets in which a substantial portion of the sale take the form of barter transactions. 

• How learning from behavioral economics and related disciplines about addictive or 
exploitative content should be considered in addressing issues regarding economic 
welfare.  

• How technology platforms are able to take advantage of consumer biases (such as 
salience, status quo bias, or impatience) to bind consumers to their platforms and make 
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switching to alternatives more difficult than imagined by lay intuition (“competition is 
one click away”).196 

• How market circumstances affect the likelihood and nature of innovation and how to 
evaluate innovation, whether using qualitative or quantitative tools, in both its magnitude 
and direction. 

• How to assess potential competition from new or small firms or not-yet-identified future 
innovators and entrants. This is especially important in markets that depend on 
technological change and in which competition in the market is less important than leap-
frog competition for the market. 

• How to assess consumer welfare in a two-sided market. Learnings from platform 
economics suggests that users on different sides of a platform generally have divergent 
interests and thus that defining a single two‐sided market—rather than two, closely 
interrelated ones—obscures the analysis. Platform economics also demonstrates that 
neither the change in the two sided price nor the change in the transaction volume is a 
sufficient statistic for a how a firm’s conduct affects consumer welfare.197 

Other antitrust reforms, including those below, would require changes to doctrine: 

• Antitrust law prohibits unilateral refusals to deal only under very unusual circumstances.  
Current law reflects, among other things, concerns about the difficulty of determining the 
required terms of trade and incentive effects of required dealing on both the dominant 
firm and its rivals.198 The law thus gives platforms substantial freedom both to refuse to 
deal with actual or potential rivals, including complements, and to deal with them only on 
onerous terms. Those terms might include access to customer data, interoperability, and 
other terms that raise the costs of rivals and enable the platforms to reinforce their 

                                                 
196 Wismer (2012). 
197 One of the features of such platforms is that, because of the feedback effects between the two sides of a platform 
and the importance of the relative prices charged on the two sides, increased output by the platform does not 
necessarily imply increased economic welfare. Whether increased output by the platform will increase economic 
welfare depends on how the benefits and costs of that output are allocated across the two sides. See Katz, Michael L. 
(2019); Rochet and Tirole (2003). There is another sense in which increased output of digital platforms does not 
necessarily increase economic welfare. Because of some of the unique attributes of digital platforms discussed 
above, consumer demand for digital services does not necessarily reflect consumer welfare from those services. See 
Section II.1, supra. This latter concern applies to other products as well, such as mortgages and prescription drugs; 
and it is very relevant to possible regulation of digital platforms, as discussed below. By contrast, while antitrust 
enforcers and courts need to understand those attributes of digital platforms in order to understand how the relevant 
markets work, antitrust law is for several reasons based on the assumption that consumer preferences reflect 
consumer welfare.   
198 See, e.g., Verizon Commc’ns Inc. v. Law Offices of Curtis V. Trinko, 540 U.S. 398 (2004); see also Melamed 
(2006). 
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dominant positions. This doctrine should be reconsidered in light of the substantial 
importance of large technology platforms and, in particular, their central role as 
distribution channels, both of which suggest that the benefits of antitrust intervention 
might be greater than previously appreciated. 

• Predatory pricing law has been shaped in large part to avoid over-enforcement and with 
explicit acknowledgement that the law permits some forms of anticompetitive pricing 
conduct.199 Courts have adopted a narrow and rigid notion of recoupment200 and have 
made it almost impossible to prove that prices are below cost, even where it seems 
likely.201 Digital goods often have a marginal cost close to zero, which makes tests that 
require prices to be below incremental or variable cost almost impossible for a plaintiff to 
meet. The law has also been construed to protect only rivals that are equally efficient at 
the time of the conduct at issue and thus to disadvantage smaller rivals that have not yet 
reached efficient scale. Predatory pricing law should be modified so that it will be better 
able to combat anticompetitive pricing by digital platforms and other firms.  

• The paradigm of predatory pricing law has also been relied upon to assess more complex 
pricing strategies, such as loyalty discounts. Loyalty discounts and similar contracts can 
be used to drive one side of a platform to single-home, which can cause a market to tip 
and enhance market power. The efficiency benefits of loyalty discounts are very different 
from those of low prices in general; for example, unlike low prices themselves, even 
above-cost loyalty discounts do not necessarily increase static welfare. Antitrust law 
should not rely exclusively upon predatory pricing standards to assess loyalty 
discounts.202  

• The Supreme Court held in American Express that a plaintiff in a case involving a 
vertical restraint must define and prove a relevant market and may not rely on direct 
proof of harm to competition.203 This holding was based on the notion that vertical 
restraints almost always enhance efficiency and almost never harm competition. Scholars 
over the past 30 years have demonstrated that that notion is false and therefore, that 
vertical restraints must be evaluated individually on the specific facts.204 Where there is 
direct evidence of harm to competition, antitrust law should not require circumstantial 
evidence via a defined relevant market.  

                                                 
199 See Barry Wright Corp. v. ITT Grinnell Corp., 724 F.2d 227, 231, 234 (1st Cir. 1983) (Breyer, J.). 
200 Hemphill and Weiser (2018). 
201 See, e.g,, United States v. AMR Corp., 335 F.3d 1109 (10th Cir. 2003). 
202 Hemphill and Weiser (2018). 
203 Ohio v. American Express Co., 138 S. Ct. 2274 (2018).  
204 Salop (2018b); Salop (2018a).  
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• Courts are generally very reluctant to second guess a defendant’s product design 
decisions, even where the design harms competitors.205 Yet product design decisions 
involving, among other things, app stores, mobile device screen layouts, data storage and 
analysis, and interface design are often key elements in digital market competition.  
Antitrust courts should be more willing to assess product design decisions where 
appropriate. 

• There should be no safe harbor based on the short-term of exclusive dealing agreements 
and other restrictive vertical agreements when they are used by dominant platforms or 
firms. Such firms can use their market power to induce desired behavior in trading 
partners without relying on long-term contracts.206    

Perhaps most importantly, antitrust law might be revised to relax the proof requirements 
imposed upon antitrust plaintiffs in appropriate cases or to reverse burdens of proof. Burdens of 
proof might be switched by adopting rules that will presume anticompetitive harm on the basis of 
preliminary showings by antitrust plaintiffs and shift a burden of exculpation to the defendant or 
by ensuring that plaintiffs are not required to prove matters to which the defendants have greater 
knowledge and better access to relevant information. These proof requirements include the 
following, which are likely to be important in the application of antitrust standards to technology 
platforms: 

• Mergers between dominant firms and substantial competitors or uniquely likely future 
competitors should be presumed to be unlawful, subject to rebuttal by defendants. This 
presumption would be valuable, not because it would identify anticompetitive mergers 
with precision, but because it would shift the burden to the party with the best access to 
relevant information on issues of competitive effects and efficiencies from the merger. 

• Courts should not presume efficiencies from vertical transactions. Crediting of 
efficiencies should require strong supporting evidence showing merger-specificity and 
verifiability.207 

                                                 
205 See United States v. Microsoft Corp., 253 F.3d 34 (D.C. Cir. 2001) (per curiam). 
206 Compare United States v. Dentsply Int’l, Inc., 399 F.3d 181 (3d Cir. 2005), with Omega Envtl., Inc. v. Gilbarco, 
Inc., 127 F.3d 1157 (9th Cir. 1997). 
207 For an example of the Court presuming efficiencies from vertical transactions with minimal evidence, see 
American Express, 138 S. Ct. at 2289.  
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• Courts should be more willing to permit plaintiffs to prove harm to competition by 
circumstantial evidence, especially where the propositions in question are not observable 
and there thus cannot be direct evidence.208  

4. A Competition Court 

Revisions to the law may have little effect to the extent that judges see antitrust cases 
only rarely and have difficulty understanding the economic underpinning of antitrust law. One 
way to ameliorate this problem would be to establish a specialized antitrust court on which a 
certain number of Article III judges would sit for a specified term of several years. These judges 
could be expected to hear multiple antitrust cases and to develop substantial antitrust expertise. 
And, because they would be chosen from the general federal bench, they would bring the broader 
perspective of generalist judges. This model could be used at the trial court level, the appellate 
level, or both. If judges are selected from the larger pool of Article III judges and rotated on and 
off the specialized court, judges on the specialized court will be less likely to develop an overly 
narrow intellectual interpretation of antitrust law. 

5. A Regulatory Partner Could Enhance Effective Antitrust Enforcement 

Digital markets move quickly. Using the internet as a distribution channel to reach an 
installed base of billions around the globe means that new products can be rolled out quickly—as 
can anticompetitive conduct. The pace of antitrust enforcement is far slower—judging by the 
evidence, too slow—to protect small entrants except by creating deterrence. A sectoral regulator, 
by contrast, could be endowed with the authority to move quickly. By taking steps to preserve 
competition before markets have tipped or entrants have been purchased, a regulator could prove 
a valuable complement to antitrust enforcement. 

Antitrust enforcement proceeds on a case-by-case basis, and, apart from merger 
enforcement, it is largely backward looking—it looks at conduct already undertaken that is 
alleged to harm competition. A regulator, by contrast, can look forward and establish rules to 
constrain future conduct before there has been harm to competition, or before investments by the 
defendant and third parties have been shaped by the conduct. This is particularly useful in cases 
where ex post conduct remedies would be costly or ineffective. 

Effective antitrust enforcement requires effective remedies. Treble damages and financial 
penalties can compensate for past harms and deter future bad conduct, but they do not restore 
competition to markets in which competition has been harmed. Even an injunction to forbear 
from the same or similar anticompetitive conduct going forward will not restore the lost 
competition if entry barriers are high. For example, if the market has tipped and network 

                                                 
208 See, e.g., id. (injury to competition in a two-sided market); United States v. AMR Corp., 335 F.3d 1109 (10th Cir. 
2003) (predatory pricing).  



 
 

100 
 

externalities are very strong, the firm that became a monopolist through violations of the antitrust 
laws could stop the conduct at issue and yet retain its monopoly position and the associated 
stream of profits. An antitrust authority that wants to restore lost competition must induce entry 
and/or impose structural remedies. Such remedies are likely to require detailed and often 
technical monitoring and years of effort. Antitrust enforcers are not suited to that type of 
oversight whereas a sectoral regulator is. One possible solution is to permit antitrust authorities 
and courts to design antitrust remedies and rely on an expert sectoral regulator to oversee their 
implementation. A similar approach was approved by the Supreme Court in the Otter Tail 
case.209 

E. Regulation 
For the reasons above, we believe the establishment of a sectoral regulator should be 

seriously considered. Given the tasks detailed by the other committees in this project as well as 
this one, there would be much for a regulator to do that would improve the impact of digital 
platforms on society. A digital regulator, should Congress choose to create one, could consider 
regulations and actions along the following lines. We call this potential regulator the Digital 
Authority (DA). 

The general harm identified above is insufficient entry, and therefore insufficient 
competition, in digital platforms. Many of the regulations below are designed to lower barriers to 
entry directly. Others are responsive to the difficulty of effectively prosecuting antitrust cases 
today in digital markets. Regulations that mimic the antitrust laws but lower the burden of proof 
for the regulator and allow it to move faster are a way to gain effective enforcement in this 
sector, if not others. 

Regulation offers a valuable addition to antitrust enforcement. It can help design the 
digital landscape and align the interests and incentives of platforms and key providers with those 
of consumers and society. When carefully designed, a regulatory regime can limit or even 
preempt the harmful effects detailed above, while minimizing its impact on the dynamic nature 
of digital markets. It can offer clarity and legal certainty as to the boundaries of acceptable 
competition.  Moreover, some of the problems discussed above may have only one structural 
solution: breakup of the platform. An enforcer might not want to choose that option because it is 
very disruptive. But less disruptive ex post remedies require ongoing monitoring, which antitrust 
enforcers are not well-positioned to do. Handing that job off to a regulator might better serve 
consumers.   

Therefore, the committee suggests considering regulatory steps in conjunction with 
improved antitrust enforcement. It is important that regulation support, and indeed enhance, 

                                                 
209 Otter Tail Power Co. v. United States, 410 U.S. 366 (1973). 
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competition. The report focuses here on regulations targeted at improving competition, not other 
policy challenges related to digital platforms. And it is critical that any new regulatory 
framework avoid the well-documented pitfalls that regulation often invites (e.g., agency capture, 
revolving door syndrome, or incumbent protection). By having a pro-competition mandate, our 
hope is that the DA will be able to use the tools at its disposal in ways that resist the natural 
impediments to entry identified in Part I, rather than entrench powerful incumbents. 

This combination of enforcement tools applied to one industry is nothing new in the US 
economy. Virtually every sector of our economy has required both antitrust and specific 
regulatory oversight, from banking to agriculture to communications, in order to promote 
competition and other public interest goals. The regulations we propose below are focused on, 
and limited to, those that will enhance competition. 

The communications sector may offer the best guidance for how to approach public 
accountability for digital platforms. Telephone, cable, and wireless communications networks 
have many of the same attributes as digital platforms. Large capital expenditures to build 
networks, declining costs as consumers use the networks and buy more services on the networks, 
and the difficulties for new players to enter these markets and compete have led to a world of one 
or few players in each market. And just like social networking, online search, and web-delivered 
content, communications networks have been the lifeblood of how we communicate and practice 
our democracy by delivering TV, radio, text, and conversation, making competitive outcomes in 
the sector critical. The FCC has served as the sector-specific regulator for telecommunications. 
In complex industries, a sector-specific regulator can have a wider remit than an antitrust 
authority as is detailed in the box below. 
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Box VI 
The FCC Model 

In the Telecommunications Act of 1996, Congress sought to affirmatively promote, not just 
protect, competition.1 Congress’ vision included service availability that was universal and 
affordable to all and a commitment to local and diverse ownership of news sources to support 
a robust marketplace of ideas.2 It wanted to prevent undue discrimination, limit ownership to 
prevent excess market power (both horizontally and vertically in some instances), and police 
against abusive contract provisions that distort fair market practices.3 Some of these goals 
were achieved with more success than others. And in general, the regulatory process 
inherently restricts behavior and therefore efficiencies. The net benefits of regulation should 
factor in these lost efficiencies.  
The phone number portability rule was a clearly pro-competitive regulation. The FCC 
published the Wireless Local Number Portability rule in 2003.4 The rule allows cell phone 
users to keep their phone number when they switch between wireless carriers. Prior to the 
rule, a consumer who wanted to take advantage of a low price or better quality with a 
competing provider would have had to change her phone number. This significant switching 
cost dampened competition between carriers. The number portability rule made switching 
easier and thereby strengthened competition between carriers.5 Similarly, when portability of 
1-800 numbers (e.g., 1-800-flowers) was introduced, prices of those services fell.6 

After Congress found the cable companies to be local monopolies in 1992, Congress 
identified a dearth in cable competition partially caused by vertically-integrated cable 
operators’ refusal to sell their programming to potential competitors. It therefore temporarily 
prohibited exclusive programming contracts, banned a variety of abusive contracting 
practices, and required that vertically-integrated firms sell their content to competitors under 
reasonable prices, terms, and conditions.7 

 

1 H.R. Rep. No. 104-458 (1996) (Conf. Rep.).  Even before the 1996 Act, the FCC had already begun the work 
of promoting competition through the broad authority it had been granted in earlier statutes. 

2 47 U.S.C. § 151 (2018). 

3 Id.; 47 U.S.C. § 160 (2018). 

4 See generally Wireless Local Number Portability (WLNP), FED. TRADE COMM’N, 
https://www.fcc.gov/general/wireless-local-number-portability-wlnp. 

5 Press Release, Federal Communications Commission, FCC Observes First Anniversary of Wireless Local 
Number Portability (Nov. 24, 2004), https://www.fcc.gov/document/fcc-observes-first-anniversary-wireless-
local-number-portability (“Wireless local number portability (LNP) eliminated a barrier to full competition in 
mobile telephone services and between landline and wireless services”). 

6 V. Brian Viard, Do Switching Costs Make Markets More or Less Competitive? The Case of 800-Number 
Portability (Cheung Kong Graduate School of Business Research Paper No. 1773R2, 2004), 
https://ssrn.com/abstract=371921. 

7 47 U.S.C. § 251 (2018). 

 

https://ssrn.com/abstract=371921
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The FCC Model (Cont.) 
 

The resulting increased competition in the cable industry enabled the Direct Broadcasting 
Satellite industry to grow,1 opened the door for telephone companies and smaller cable 
providers to compete in the provision of distribution,2 and ultimately drove the digital video 
market to develop today’s cable-modem-powered broadband internet services.  

The 1996 Telecommunications Act included interconnection requirements between 
competing carriers to expand competition. The Act outlined a regulatory regime of duties to 
connect, of parity in quality between connections offered to the incumbent’s own affiliates 
and competitors, and of rates and contract terms that were just, reasonable, and 
nondiscriminatory.3 The regulation was designed to protect all of the businesses that needed 
to connect to the long-distance wire for their business but competed with a vertically-
integrated local wire. Not only was raising rivals’ costs prohibited, but complete foreclosure 
was also prohibited. This duty to deal in a non-discriminatory way is an example of a policy 
that arguably promoted entry of cable, local telephone, and long-distance competitors. 
Similarly, the FCC developed Customer Proprietary Network Information (CPNI) rules, 
designed to protect sensitive business data transmitted through public telecommunications 
networks. The FCC recognized that a dominant platform, such as the telephone company, on 
which businesses rely in order to reach their customers, could easily gather and take 
advantage of sensitive business user data to promote the phone company’s business and harm 
competition.4 Phone service competitors, as well as data-driven businesses (such as home-
security monitoring firms, hotels, and airlines), rely upon these rules to grow their businesses 
without interference from telecom network owners. The rule was so effective at promoting 
competition that Congress codified it in the 1996 Telecommunications Act. The harvesting of 
data flowing through a platform—generated by and belonging to others—is a standard 
business practice among today’s digital platforms. 
Of course, these past regulatory efforts have also helped us learn what not to do. Regulations 
could be and have been used to entrench incumbent firms’ market power, erecting regulatory 
barriers to entry for new or innovative competitors.  
 

1 47 U.S.C. § 548(a) (2018). 

2 47 U.S.C. § 521(6) (2018); 47 U.S.C. § 548 (2018). 

3 47 U.S.C. § 251 (2018). 

4 47 U.S.C. § 222 (2018). 
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1. The Digital Authority 

To be effective, a proposed regulatory regime requires an enforcement body capable of 
carefully designing and enforcing the relevant regulations. We start therefore with a proposal for 
Congress to pass legislation creating a Digital Authority with the mandate to develop targeted 
regulation to achieve the goals described above and subsequently engage in monitoring and 
enforcement.  

We anticipate that this regulator will also be tasked with non-competition digital goals, 
such as those in the areas of privacy, media, data-use restrictions, and consumer protection. 
While the antitrust agencies will employ structural interventions to protect competitive markets 
wherever possible, the focus of this regulator will be on both carrying out remedies for the 

The FCC Model (Cont.) 
 
Regulatory capture is a common problem.1 For example, AT&T has historically had a 
symbiotic relationship with the US government.2 Perhaps the height of this relationship was 
the explicit Kingsbury Commitment in 1913, which allowed AT&T, rather than the 
government, to set the “solution” for managing competition.3 The current Chairman of the 
FCC, Ajit Pai, has called this “a cautionary tale about the dangers of regulatory capture.”4 It 
was likely this close relationship that allowed the AT&T monopoly to persist for so long, 
eventually requiring an antitrust case to address the problem. 
 

1 See George J. Stigler, The Theory of Economic Regulation, 2 BELL J. ECON. REG. 3 (1971) (arguing that, “as a 
rule, regulation is acquired by the industry and is designed and operated primarily for its benefit.”); see also 
Sheldon Whitehouse, Legal Responses to Regulatory Capture, ACS BLOG (Nov. 9, 2018), 
https://www.acslaw.org/acsblog/blog-post-for-the-american-constitution-society-legal-responses-to-regulatory-
capture (“We unfortunately live in a time of widespread regulatory capture. We should not pretend otherwise.”); 
Elizabeth Warren, Corporate Capture of the Rulemaking Process, REG. REV. (June 14, 2016), 
https://www.theregreview.org/2016/06/14/warren-corporate-capture-of-the-rulemaking-process (“Under the law, 
it is easy for business groups to challenge a rule for being too strong or too restrictive. But it is much harder for 
public interest groups or ordinary citizens to challenge a rule for being too weak or riddled with loopholes.”); 
Daniel Carpenter, Challenges in Measuring Regulatory Capture, REG. REV. (June 22, 2016), 
https://www.theregreview.org/2016/06/22/carpenter-challenges-measuring-regulatory-capture (“[T]here are 
limitations when it comes to preventing capture. Perhaps the most important is that capture is difficult to 
measure”). 

2 Chris Matthews, AT&T and the Government Have Been ‘Friends’ for a Really Long Time, FORTUNE (Aug. 18, 
2015), http://fortune.com/2015/08/18/att-nsa. 

3 Ajit Pai, Chairman, Fed. Commc’n Comm’n, Remarks on the 100th Anniversary of the Kingsburgy Commitment 
(Dec. 19, 2013), https://www.fcc.gov/document/pai-remarks-100th-anniversary-kingsbury-commitment. 

4 Id. 
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antitrust authority that require ongoing oversight, and on developing regulations going forward 
that are a combination of structural safeguards, such as unbundling or separation, with limited 
behavioral interventions in areas where traditional antitrust tools are insufficient. Other 
jurisdictions that are assessing competition in digital platforms all propose some form of 
regulation.210 Having forward-looking regulations in place will increase business certainty about 
what conduct is permitted and how enforcement actions are likely to proceed. Ideally, this 
predictability and clarity will encourage companies to comply with the law, thus requiring fewer 
government resources for enforcement. 

The DA legislation will require Congress to define the scope of regulatory power. The 
definition must include digital businesses that facilitate transactions of any kind (including the 
sale of advertising). It should have clear and broad authority over digital business models in 
order to prevent firms subject to regulation from evading its oversight.  

We offer a menu of potential regulation, starting with the least intrusive form and 
building to the more severe interventions. Each type of regulation comes with costs and benefits 
which we briefly detail. The size of the costs and benefits will be different across settings, 
meaning that the choice of the best tool for any particular case may vary. The committee also 
suggests separating out some types of regulation that will apply to virtually all market 
participants while others are only appropriate tools to apply to companies with bottleneck power. 

1) Bottleneck power   

“Bottleneck power” describes a situation where consumers primarily single-home and 
rely upon a single service provider (a “bottleneck”), which makes obtaining access to those 
consumers for the relevant activity by other service providers prohibitively costly. As the U.K. 
Furman Report put it,  

[O]ne, or in some cases two firms in certain digital markets have a high degree of control 
and influence over the relationship between buyers and sellers, or over access by 
advertisers to potential buyers. As these markets are frequently important routes to 
market, or gateways for other firms, such bottlenecks are then able to act as a gatekeeper 
between businesses and their prospective customers.211 

The finding of bottleneck power will employ consideration of the forces that, as 
discussed above in this Report, tend to impede entry and lead to foreclosure. The Furman Report 
similarly explains that this single-homing foreclosure tends to happen when users experience 
high switching costs, such as loss of valued personal data or reputational indicators at the point 

                                                 
210 See, e.g., Australian Competition (2018): 13-14; Crémer (2019): 8-10; Furman (2019): 60-61. 
211 Furman (2019): 41. 



 
 

106 
 

of switching; contract terms that deter switching; technical barriers to switching, such as 
complex switching processes or a lack of interoperability between the old service and the new or 
second service; tying services, which can be by contract or technical; and the inertia of 
defaults.212 Digital businesses that have this incentive and ability to develop and preserve a 
single-homing environment should be considered entities with bottleneck power. The DA, 
pursuant to congressional guidance, should have the sole authority to define bottleneck power 
and should update the definition either regularly or on an “as needed” basis. This is not a 
determination that should be left for definition by generalist judges. If Congress establishes a 
specialized panel of judges who review antitrust matters (as described above), it would be wise 
to grant the same panel sole judicial review authority over DA regulatory actions. 

2) Data 

Should Congress pass any laws concerning consumer data, the authority could set forth 
pro-competitive rules concerning the consequences of consumers’ control over their data and 
about user choice in the sharing of data. Where users are simply and clearly informed and given 
the opportunity to make viable choices about which companies get their data, this valuable 
competitive information can be shared as the consumer prefers. The DA could design data 
sharing rules with the general goal of reducing single-homing and promoting entry.  

3) Partnership with the Antitrust Agencies 

Antitrust enforcement agencies or courts could designate the DA as the administrator 
and/or architect of remedies in antitrust cases. In cases where structural remedies are not 
appropriate to restore the lost competition, the DA could be directed to either carry out a remedy 
designed by the competition authority, or provide an effective behavioral monitoring remedy 
consistent with the DA’s mandate. Since the difficulty of designing an appropriate and 
administrable antitrust remedy that can be enforced by a court often limits antitrust enforcement, 
having the option of an expert regulator to craft the remedy, or to simply be responsible for 
ongoing monitoring or other execution of the remedy, could better ensure cost-effective 
enforcement of pro-competition policies. 

The DA can partner with the antitrust agency when it observes anticompetitive conduct. 
Due to their frequent interaction with firms in the industry and their real-time data feed, 
regulators may observe exclusionary conduct before the antitrust authority, and be able to give it 
relevant information and data.  

                                                 
212 Furman (2019): 36. 
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2. Menu of Regulations 

We lay out below a menu of regulations that could be used to solve the problems 
identified above from least interventionist to most interventionist. For each, we describe the 
likely benefits and the costs. 

1) Broadly Applicable Regulations 

Some of these regulatory tools should be applied broadly to all firms in the industry, not 
only to bottleneck firms. It would be appropriate, however, to include a small business exception 
and perhaps even a new business exception, to allow very small entrants, who may benefit 
competition, time to ramp up against larger established companies. 

a. Data collection 

The Digital Authority could regularly collect data on market transactions, with an 
emphasis on data from businesses with bottleneck power. The information would allow policy 
makers and researchers to assess the performance of the sector and improve rule enforcement. 
For example, the data may include, inter alia, a sample of searches at a set of websites, a sample 
of queries followed by purchases at other sites, a sample of downloads of applications at an app 
store, or a sample of activity and ads shown on a social media site. The DA may further regularly 
collect information, including what types of data the business collects, how it uses that data, and 
who else is bartered or sold access to which elements of the data. It may include experiments to 
evaluate the true portability of data, the ads generated by certain user information, and other 
information relevant to assessing how and if competition is taking hold in the market. This 
program will require ongoing costs to run, but these should be reasonable compared to the 
benefits.  
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These data may be requested by an antitrust agency to aid in an investigation or 
prosecution. This ability to transfer existing data will speed up the enforcement of antitrust laws. 
After an investigation is opened, rather than subpoenaing the relevant data from the targeted 
firms and spending months arguing over definitions and formats, the antitrust authority could 
immediately begin analysis with the DA dataset.   

In addition, the DA should make as much of these data public as possible, subject to 
keeping personally identifiable information and business secrets confidential. This will allow 
academics and nonprofits to study particular markets and consumer behavior as they do in 

Box VII 

Real Time Regulation in Financial Services 
Technological innovation and the data revolution are also disrupting the financial services 
market, spurring regulators into action. Banks and other companies are undergoing an 
innovation and digitization spree, partially in response to competition by non-financial 
institutions and startups. This rapid change increases the challenges for regulators to follow 
and analyze what regulated companies are doing. 
The response by some financial regulators has been to embrace new technologies focused on 
machine readable regulation (with the help of machine learning and AI) and digital reporting 
(with the help of data sharing frameworks, APIs, cloud computing, and advanced analytics). 
This is leading to an important shift from manual and template driven compliance and 
regulatory reporting to a near real time or real time regulatory reporting and supervision. 
Examples of authorities adopting this system range from the European Central Bank, various 
national central banks in continental Europe, the Monetary Authority of Singapore, or more 
notably, the Bank of England and the Financial Conduct Authority (FCA) in the UK. 
The Bank of England and the FCA are arguably the most advanced when it comes to digital 
regulatory reporting. Both were the first financial regulators to set up innovation labs and 
programs to interact with startups and new technologies. Their aim is to assess which regulation 
is suitable for machine reading, what data could be included in a standardized fashion within a 
digital regulatory reporting framework and how these changes will impact data models 
currently used for regulatory stress testing, leading to upgrades. This standardization then 
allows for near real time data sharing, lowering compliance costs to small and big firms alike. 
Closer to home, in the United States, the SEC is implementing rules requiring trading firms to 
report intra-day trading data in real time. The SEC, the CFTC and the FDIC have also each set 
up fintech/regtech innovation labs to assess fintech solutions in general and regulatory tech 
solutions in particular. A Digital Authority could learn from, and expand on, these experiences 
of near real time regulation when overseeing an industry that has data at its core. 
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industries such as airlines (where “Data Bank 1A” is publicly available)213 to great public 
benefit. Leveraging the nonprofit and educational sector to help the DA and elected officials 
understand these markets is likely to be helpful and cost-effective. 

b. Restrictions on Practices That Enhance Behavioral “Mistakes” 

As described above, it is well known that behavioral “nudges” can lead consumers to 
make better choices. Better choices promote competition because they generate increased market 
share for firms that make better offers to consumers. The DA should have a mandate to create 
such “light touch” rules when they will make markets more competitive. For example, automatic 
renewals can discourage consumers from comparison shopping when a contract ends. A 
restriction on automatic renewals in that setting could lower prices market-wide. Regulations that 
require firms to make salient the most important terms of an offer can improve competition (e.g., 
a credit card offer must show the APR in large font). The U.K. likely has the most advanced 
regulatory regime in this regard, and the DA may be able to learn from it and other jurisdictions 
that have already taken these steps.214 

c. Data Portability and Mobility 

Congress may, at some point, pass a data law of some type that gives consumers control 
of their data. For this control to translate into more competitive markets, it must be used to lower 
switching costs and facilitate entry. The DA has a role to ensure that users can easily transfer 
their data from one service to another in industries where there is a common business model 
(e.g., social media, banking, or online grocery shopping). The DA will identify industries where 
porting is likely to aid the competitive process. Being able to port one’s data directly lowers the 
cost of moving from one service to another, which in turn causes businesses to compete harder to 
keep those customers.215 Consumers who control their data and have the right to receive it in a 
standardized format from the business will be able to take advantage of a new entrant by porting 
themselves to it, along with their own data. With information about a user’s past purchases, likes, 
friends, and so forth, the entrant can provide a higher-quality service and grow more quickly.  

The DA could propose a standard for exchanging the data, but remain open to options 
that industry favors, provided the format is not itself an entry barrier. The data porting standard 
should be updated frequently to accommodate new innovations in the industry. New innovators 
can think broadly about what services users might like that rely on this data, or are compensated 

                                                 
213 Bureau of Transportation Statistics (2017). 
214 Fletcher (2019). 
215 This is why incumbents may create or maintain systems that make data portability difficult. See Section I.1.B.1, 
supra. 
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through access to the data.216 The Vestager Report divides data into personal and not personal; 
and content into volunteered, observed, and inferred.217 The DA could determine which of these 
types of data must be included in the portability standard. 

While a porting regulation lowers consumer switching costs greatly, they may still be 
high enough that demand is not sufficiently contestable to induce entry.218 The DA could also set 
up a process by which a customer can choose to send her data to an entrant by authorizing it to 
be transferred directly from her former service provider. The DA would need to authorize the 
entrant to offer this facility to its consumers and establish regulations to require the incumbent to 
transfer the consumer’s data upon the authorized request from the entrant. This may be 
particularly useful as the Internet of Things becomes more important; a consumer may wish to 
port the food supply service that was bundled with her new refrigerator from Amazon to an 
entrant. Being able to authorize the entrant to obtain all her data from Amazon will lower the 
cost of switching. Conceptually, automatic porting is no different from manual porting, but it is 
mechanized in a way that is likely to raise contestability and therefore can make entry more 
profitable. The Vestager Report notes that the GDPR Article 20 provides these data portability 
rights to Europeans. If consumers have the right to quickly and easily patronize an entrant 
without data lock-in, there will be more incentive to enter into these markets. However, other 
entry barriers remain, which we discuss below. 

d.  Open Standards to Promote Competition 

The DA should move preemptively to prevent the consolidation of control over users’ 
identities, as this would create a large new source of market power. The DA could create an open 
standard so that new entrants can easily offer their own digital identity product that allows users 
to access goods and services online. One example of this type of product is Solid, by Tim 
Berners-Lee, often named as the creator of the World Wide Web. Solid offers users a “POD” that 
safeguards their digital identity that they can use to connect with different services.219 Several 
government-backed efforts at identity portability are underway across the world. These include 
Estonia’s e-Estonia initiative to give citizens a unique digital identifier; India’s Aadhaar, a 
verifiable 12-digit identity number issued for each citizen which serves as an identifier and 
authenticator for a variety of offline and online services; Sweden’s and Norway’s BankId, which 
allows companies, banks, and governmental agencies to identify and conclude agreements with 
individuals over the internet; and even self-sovereign identity solutions studied by start-ups that 
                                                 
216 See, e.g., the RadicalxChange group. “Mission and Values” (2019). The group’s chair, Glen Weyl, has argued in 
a paper written with colleagues that it’s a mistake to view internet services priced at $0 as simply free; instead, data 
can be viewed as a form of labor or barter. See Arrieta-Ibarra et al. (2018) (exploring “whether and how treating the 
market for data like a labor market could serve as a radical market that is practical in the near term”). 
217 See Crémer (2019): 8; id. at 24. 
218 See Furman (2019): 129, § 5.11. 
219 “How It Works” (2019). 
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would use blockchain to allow individuals to own their identity credentials and control who can 
access their data in online services. If an individual could then port their identity to the platforms 
and providers they wish to use, this would again promote entry of new services and erode the 
switching costs of established platforms. 

The DA could consider creating an open standard that would facilitate micro-payments 
among  consumers and digital entities. The coordination needed among stakeholders to create a 
successful micro-payment system is substantial, and it likely will require assistance and 
oversight from a regulator. 

e.  Merger Review   

The behavior that may be of greatest concern to the many policymakers studying 
powerful digital businesses is their acquisition of potential competitors. These acquisitions often 
fall below the value threshold under which the buyer would need to notify competition 
authorities in advance of the deal. As a consequence, authorities have limited or no ability to 
assess whether a given deal is procompetitive or harmful to competition before it closes.220 
Markets move quickly and a competitor’s window of opportunity to gain traction against the 
incumbent is short. For these reasons, Congress could give the DA merger review authority. 
Similar to the FCC’s merger review role, this would be conducted concurrently with the antitrust 
review done by the FTC or DOJ, but with different standards and tools. It would not be prudent 
to alter the nation’s antitrust laws to accommodate one difficult and fast-moving sector where 
false negatives are particularly costly. Therefore, giving additional power over merger review to 
the sectoral regulator is a good solution. 

These specific merger regulations should require merging firms to demonstrate that the 
combination will affirmatively promote competition. This shifting of the burden of proof from 
the government (to prove harm) to the parties (to prove benefit) will assist the DA by placing the 
job of demonstrating efficiencies on the parties, who have a greater ability to know what they 
are. In some cases, the DA’s review may be the only merger review conducted, as it should not 
be subject to the minimum size limitations on HSR filings. In particular, notification and pre-
clearance could be required for any acquisition by a business designated as having bottleneck 
power.221 

In its merger review process, the DA could be explicitly tasked with evaluating a given 
merger’s likely harm to existing as well as potential competition. Another example discussed 

                                                 
220 See Section III.2.B, supra, for a further discussion of these difficulties. 
221 When network effects are strong, a digital business with bottleneck power will likely only have very small 
competitors. Therefore, even small transactions can neutralize an important potential competitor that is poised to 
grow. See Section III.3.B, supra. 
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above is the case of content or complements that could expand from that position to compete 
with the digital bottleneck business itself. As already noted, entry from elsewhere in the vertical 
(or conglomerate) chain may be the most effective and promising entry point to challenge an 
established bottleneck business. Mergers with either of these types of entrants have the effect of 
neutralizing companies that might one day have posed a competitive challenge to the bottleneck 
business. This view of potential competition should drive DA merger review. 

The decision in Credit Suisse and the dicta, or language, in Trinko greatly expanded the 
industries and conduct that have become, for practical purposes, exempt from antitrust 
scrutiny.222 The agencies have understandably been skittish to expend limited resources bringing 
cases that risk being thrown out on Trinko grounds.223 It is important that Trinko not be used to 
create a no-man’s land where neither regulation nor antitrust are applied to harmful behavior. A 
traditional antitrust savings clause can no longer be relied upon, as the clause in the 1996 
Telecom Act was found insufficient to protect antitrust enforcement in Trinko. Legislation 
creating regulation and antitrust enforcement for digital businesses should address this concern 
head on. The statute must be extremely specific, explaining for each tool and goal whether it is 
intended to supersede antitrust or not. Antitrust enforcers and other agencies can share dual 
authority with different review standards and goals. They can account for each other's 
determinations in a manner that will minimize inconsistencies without having one always take 
priority over the other. Antitrust must remain in full force except where Congress explicitly says 
otherwise. 

The merger review process must move rapidly. The agency will need a simple and 
efficient merger review process so that businesses can move forward without undue delay, and 
the agency does not expend more resources than necessary. These concerns indicate that the 
burden of proof must primarily be placed on the merging parties who have the incentive, data, 
and resources to quickly deliver the right information to the authority. Decisions should be 
subject to judicial review, like a rulemaking process under the Administrative Procedure Act, 

                                                 
222 See Credit Suisse Securities (USA) LLC v. Billing, 551 U.S. 264 (2007); Verizon Communications v. Law 
Offices of Curtis V. Trinko, LLP, 540 U.S. 398 (2004). 
223 Howard Shelanski, at the time the FTC’s top antitrust economist, testified in Congress on behalf of the 
Commission a few years after the Credit Suisse decision. He argued that a narrow interpretation of Trinko was 
possible. See Federal Trade Commission (2010) (statement of Howard Shelanski, Deputy Director for Antitrust in 
the Bureau of Economics at the FTC). The key facts in Trinko were that the legislation at issue, the 1996 Telecom 
Act, went farther than antitrust law; an agency, the FCC, had issued rules directly regulating the conduct at issue; 
and the FCC actively administered those rules. See Trinko, 540 U.S. 398. Shelanski argued that “[w]here a 
competent agency actively administers a rule whose standard for the competitive conduct at issue in litigation is 
more demanding on the defendant than antitrust law, the Court was right to find it relevant whether the marginal 
gains outweigh the potential costs of antitrust enforcement against the same conduct.” Federal Trade Commission 
(2010): 9. Yet he expressed concern that courts may use much broader interpretations of the line of cases. The Court 
in Trinko expressed concern about misuse of antitrust law by impudent plaintiffs, so some preemption could be 
limited to private plaintiffs, with expert agencies being given greater leeway. 
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with reliance on the specialist Competition Court discussed above. However, in light of the 
difficulty of winning antitrust cases in current US courts, judicial review will be effective at 
supporting the mission of the DA when combined with a more explicit and tougher enforcement 
statute or a Competition Court, or both. 

In order for the agency to be most efficient, it should use a combination of adjudication 
and rulemaking for these merger transaction reviews. Rules help businesses know what behavior 
is proscribed, and help the agency clarify its intentions without having to wait for a good test 
case—or multiple test cases—to fully explain the issue. Clear rules will help companies avoid 
proposing anticompetitive transactions to begin with.  

The cost of such regulation is duplicative merger reviews. However, given the 
importance of markets that tip and the uncertainty about whether an acquisition is a substitute or 
complement, having two reviews is perhaps helpful in getting to the right answer. If the regulator 
can block an incumbent platform’s acquisition of potential competitors, and those competitors 
have the ability to quickly get their customers’ data, entrants will plan to enter and compete with 
the platform, rather than enter and be bought. If the competitive environment is improved by data 
portability and the elimination of exclusionary conduct, the chance of success will rise and 
consumers will benefit from increased competition. 

f. Interoperability 

There may be settings where the DA is charged by Congress to prevent the creation of 
market power in the first place due to the importance of the market and the potential harms from 
the market power. Such a market would be a candidate for open interoperability standards that 
could be used by all competitors and would promote entry. The DA could oversee the creation of 
an open standard and its adoption in the market of interest. For example, devices in the home 
might be required to adhere to an open standard so that any platform could connect with any 
device. Without such a standard, an Apple thermostat would not function in conjunction with a 
Google home assistant. Under an open standard, if a consumer had purchased a number of 
Amazon appliances and then switched her home assistant from Amazon to Apple, she would not 
need to purchase a new refrigerator, thermostat, and security system because all of those devices 
could connect to the new platform and stay functional. It is possible that such open standards can 
slow down innovation that depends on the interface, but open standards will drastically reduce 
lock-in and market power, leading to greater incentive to innovate on the service itself. 

2) Regulations that apply to firms with bottleneck power 

Some regulations should apply only to firms that meet the DA’s definition for bottleneck 
power. In these cases, the bottleneck firm has the incentive and ability to harm competition and 
is an important source of consumer welfare. These firms require extra monitoring to be sure they 
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are not violating antitrust, or other laws, because of the uncertainties in technology and demand, 
the speed at which platforms tip, the irreversibility of tipping, and the need for expert evaluation 
of the design of algorithms. For all of these reasons, the cost of false negatives is high and 
therefore, under conditions of uncertainty, the public interest requires the DA to take a more 
interventionist approach.224  

a.  Mergers 

The DA could be given merger review authority over all transactions involving digital 
businesses with bottleneck power because new competition against these entities is the most 
valuable for consumers. Businesses with bottleneck power would notify the DA and obtain pre-
clearance for an acquisition of any size. While this would potentially result in many reviews for 
the DA, their number will be limited by the number of platforms with bottleneck power. 

The DA may want to use its merger review authority over bottleneck firms to assess 
consummated mergers, just as the antitrust authority can under section 7 of the Clayton Act. Past 
mergers of potential competitors that created monopoly positions could be assessed in this way. 
Similarly, past vertical mergers (e.g. a business that develops tools for brands to place ads and a 
business that runs mechanisms to set ad prices) may be found to cause higher prices or otherwise 
lessen competition. Any such anticompetitive mergers could be unwound by the DA. 

b.  Non-discrimination and foreclosure 

Discrimination against current or future rivals is an important tool in a foreclosure 
strategy by a digital business with bottleneck market power.225 As explained above, there are 
broadly two types of foreclosure of a complement: one that operates against a complement that is 
a potential competitor of the platform itself, and one that operates only on the platform between 
rival providers of content. Because large digital platforms today are conglomerates with large 
eco-systems of complements, this is an important area in which to enforce competition. Non-
discrimination can be a helpful tool in creating a competitive environment in which entrants are 
protected and can thrive, while allowing a platform to vertically integrate to some degree. Non-
discrimination requirements should be used only after careful study because they can also 
prevent efficient forms of service that enhance competition. 

Anticompetitive foreclosure of a firm that is a current or potential competitor can be 
addressed by the antitrust authority if the antitrust law is strong enough. If not, there will be a 
role for the DA to develop a stronger rule in order to successfully enforce against such 
                                                 
224 If these regulations fail to create or maintain competitive digital markets, the DA should alert Congress that 
neither antitrust nor existing regulatory tools are effective so that Congress may consider stronger steps. 
225 For a deeper discussion of the power of discrimination in preventing entry by disintermediation, see Section 
II.2.B.3, supra. 
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foreclosure by firms with bottleneck power. Furthermore, the DA could use similar rules in a 
forward-looking regulatory context. Effective non-discrimination rules can foster entry and 
diversity, create potential sources of disruptive innovation and protect start-ups and other 
entrants. The goal of the forward-looking regulation is to prevent a digital business with 
bottleneck power from exercising it in order to protect entrants on the platform so that they have 
the chance to become competitors of the platform. 

Platform strategies to prevent multi-homing are an important category for the DA to 
include in its analysis of foreclosure. A platform contract to induce single-homing on one side of 
a multi-sided market can be used to reduce competition (e.g., a loyalty payment to drivers of a 
ride-sharing service). Likewise, a platform can make it costlier for users to multi-home among 
applications on the platform by, for example, limiting data sharing. Such strategies can foreclose 
entrants and harm competition; appropriate regulation could limit their use by firms with 
bottleneck power.  

The second reason for forward-looking regulation is to prevent digital businesses with 
bottleneck power from inefficiently expropriating rents created by complements on their 
platform. As described above, this harm is less well-protected by antitrust laws so the need for 
enhanced regulation will be greater when considering foreclosure on the platform. The DA may 
be able to build on the concept of “business to platform” regulation that is developing in Europe 
to create effective non-discrimination rules.226 The motivation of this EC regulatory effort is to 
create a “fair, predictable, sustainable, and trusted legal environment” in which complementors 
and content providers can invest safely and contribute to social welfare.227 The Vestager Report 
states that platforms “[i]f dominant . . . have a responsibility to ensure that they regulate in a pro-
competitive way. Dominant platforms should be subject to a duty to ensure interoperability with 
suppliers of complementary services.”228 Likewise, the Furman Report recommends developing 
a platform code of conduct to ensure fairness.229  

The DA could promulgate regulations prohibiting the foreclosure of a competing content 
provider on a platform that is vertically integrated. The authority would need to develop rules to 
identify foreclosure that might depend on finding certain anticompetitive conduct, market share, 
or market power to make such determinations. The DA must also account for potential pro-
competitive innovations that a company with bottleneck power seeks to provide. The data 

                                                 
226 For regulatory developments, see European Commission (2018b).  
227 European Commission, Directorate-General for CNECT (2018) (“The present proposal aims at ensuring a fair, 
predictable, sustainable and trusted legal environment for business users, corporate website users, providers of 
online intermediation services and online search engines alike, which will limit the occurrence and the impact of 
harmful platform-to-business trading practices occurring in certain online activities, thereby safeguarding trust in the 
online platform economy and preventing further legal fragmentation of the Digital Single Market.”).  
228 Crémer (2019): 71. 
229 See Furman (2019): 5. 
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collected by the DA will allow it to examine such outcomes and weigh all factors to make pro-
competitive determinations. This balancing will be costly and, despite its best efforts, the 
regulator may err. However, as the report emphasizes, non-intervention is also costly. Non-
discrimination rules in the past suffered from slow and expensive adjudication, which limited 
their usefulness.230 Strategies for speedy adjudication are addressed in detail below. 

c. Bundling 

A digital platform with bottleneck power may have a contract with complementors (e.g., 
retailers on an ecommerce platform) that bundles together access to their transaction data along 
with logistics services. This could have harmful anticompetitive effects.231 As described above, 
the business may also compete against those retailers on its ecommerce site. The business could 
use the retailers’ data to learn which products are selling well and expropriate the ideas and 
strategies of the retailer. That data advantage over rivals can enable a company to achieve and/or 
maintain critical economies of scale, better predict consumer behavior, and form a powerful 
barrier to entry for potential competitors.232 Bundling may also discourage multi-homing. 

Another example of possibly harmful bundling could occur when a platform owner 
requires installation of a bundle of applications. Those apps might be chosen to block the growth 
of rival apps that were extracting rents from the platform or threatening to be a future competitor 
of the platform. The Internet of Things will create more settings in which bundling policy will be 
critical. Will a consumer’s new fridge arrive with a supply contract from Amazon’s 
WholeFoods? Will the consumer be able to change that contract in some period of time, or is the 
consumer permitted to purchase the fridge without any contract? 

An antitrust case in these settings may be ineffective in protecting entrants and 
competition in digital bottleneck businesses due to the complexity of the problem and the slow 
pace of litigation. However, the DA could establish regulations that prohibit anticompetitive 
bundling by firms with bottleneck power. Such a firm would be required to demonstrate that its 
bundle was on balance procompetitive if foreclosure was alleged. The DA could require 
unbundling and an offer to business customers of a choice of contracts in the case of 
anticompetitive bundling. The DA would need to enforce such contracts.  

                                                 
230 See Federal Communications Commission (2018): 1, n.2 and accompanying text (noting that “the [Federal 
Communication] Commission’s 2008 Leased Access Order . . . has [been] stayed for a decade in conjunction with 
several judicial appeals”). 
231 Retailers may accept what otherwise seems like a bad bargain due to the importance of being available to 
customers through the bottleneck. See Section II.2.B.4., supra for a discussion of bottleneck firms’ ability to dictate 
business terms. 
232 See Section I.1.B.1, and Section I.2.A.3, supra. 
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3. DA-Enforced Remedies for Antitrust Violations 

When a company has been found liable for violating the antitrust laws, the antitrust 
authority is tasked with devising a remedy to restore the lost competition. A fine does not restore 
lost competition. No longer engaging in the illegal conduct may help the next entrant or 
complement that wishes to interoperate, but it will typically not restore the competition that has 
already been lost, particularly in the face of durable barriers to entry that protect incumbent 
digital platforms. 

Antitrust authorities are good at enforcing structural remedies that require no ongoing 
monitoring, such as requiring a divestiture between a platform and its content, or the sharing of a 
dataset or intellectual property with the entrant, royalty-free. However, reducing entry barriers 
often requires a remedy that involves ongoing monitoring, as do behavioral remedies, such as 
firewalls between platforms and content. As mentioned above, the DA could also enforce 
remedies for antitrust violations identified and addressed by existing antitrust agencies.233 Below 
are some types of remedies for which the DA would be a more appropriate body to enforce.234 

1) Data Sharing 

Anticompetitive conduct may result in a market that has tipped in favor of a single 
provider which then benefits from unparalleled access to data. In those cases, a new entrant may 
find it impossible to service users with new products as it lacks the scale needed for effective 
operation. Data sharing could restore the lost competition. The relevant data to share may not be 
just historical data, but present and future data also. Because data are non-rivalrous, an 
incumbent can both share its data with a competitor and also keep it. Thus, access to data forms a 
very important remedy in the toolkit of both the antitrust authority and the DA. The Furman 
Report recommends that agencies mandate “data openness” (which leads to data sharing) to 
enhance competition.235 The Vestager Report likewise recognized that data sharing can help 
level the playing field.236   

2) Full Protocol Interoperability 

Another useful tool that could restore lost competition is an open protocol and 
interoperability standard that would be available for entrants to use on a continuing basis and 
allow them to overcome network effects. A bottleneck business whose anticompetitive conduct 
created a monopoly position could be required to interoperate with its competitors. Entrants, 
previously rendered uncompetitive by network effects, could use the APIs to bring information 

                                                 
233 See Section III.3.A., supra. 
234 For example, ongoing monitoring. See Section III.3.A, supra. 
235 See Furman (2019): 10, 74, § 2.79. 
236 See Crémer (2019): 98-107. 
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from the incumbent bottleneck firm to its own users. In a social media context this would allow 
the users of the new service to see not only all the content on their own service, but also content 
from friends on an incumbent site that was subject to an interoperability requirement. The 
network barrier to entry would no longer protect the incumbent firm, which would then 
encourage entry into the industry. Interoperability would facilitate ongoing competition on the 
merits of the user experience, rather than on the size of the installed base, and potentially 
stimulate robust competition.  

Interoperability managed by the DA would be necessary due to the ongoing monitoring 
needed, the likelihood of technical change, and the incentive for non-cooperation by the 
incumbent firm. The DA could mandate the standard protocols or APIs to be applied and tightly 
control the process to avoid having competition undermined by actions of the dominant firm. 
The DA would need a process to update protocols at the time of the launch of new functionality 
or innovation. It would need rules to protect the privacy and choice of users on one service as 
some form of access to them is granted to users of another service. With easy interoperability, 
users will be free to make a real choice about which service they prefer. This will encourage new 
market entry and vigorous competition between providers.  

3) Non-discrimination 

The clear and simple remedy for a case when a bottleneck digital business favors its own 
content or complement is divestiture of one of the businesses, either the bottleneck business or 
the content/applications. This removes both the incentive and the ability for the conduct. 
However, this structural remedy could be costly to consumers in various ways, leading to the 
conclusion that a behavioral non-discrimination remedy might be more appropriate. Requiring a 
dominant bottleneck to abide by a non-discrimination rule could induce competitive entry by 
allowing complementary businesses to thrive and eventually become horizontal competitors to 
the bottleneck.237 The ongoing monitoring necessary to enforce this type of remedy in a specific 
antitrust case is not an ideal role for an antitrust agency. However, if the antitrust agency 
determines that such a remedy run by the DA would restore and protect competition, the law 
would allow it the option of requesting the DA to carry out the remedy. A speedy mechanism to 
adjudicate complaints would be of key.  

4) Un-Bundling 

As described above, the requirement to unbundle contracts could be an antitrust remedy 
that is less onerous than divestiture. Such a remedy would require ongoing monitoring that 
would best be performed by the DA.  

                                                 
237 See Section III.2.B.3.E. 
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4. Aligning other policies with competition 

In addition to the structural competition tools, the authority should be empowered to align 
privacy protection, as well as AI and algorithmic oversight, with competition goals. Privacy 
protections that shield consumers from misuse or over-collection of their data can be set up in a 
way that raises or lowers entry barriers. This point is often forgotten inside a specialist agency 
and therefore we strongly suggest that the DA’s mandate include evaluating and then directing 
regulatory solutions in a pro-competitive direction.238 Mandating that the DA have vigorous 
competition as one of its goals will help to make sure that potentially complex analysis takes 
place and that the needs of entrants are taken seriously when making policy decisions. The 
authority may also need to examine the development and use of algorithms to capture consumer 
attention, maximize advertising revenue, and drive consumer purchases or information selection, 
and examine how structural or other tools can promote competition in that space as well. 

5. Adjudication Process 

Adjudication of disputes by this new authority must be quick. Due to the fast pace of 
change in these industries, the short amount of time it takes to destabilize or eliminate an entrant, 
the substantial discrepancy in bargaining power between digital bottlenecks and their business 
customers, and the necessity to use government resources efficiently, a speedy process is crucial. 
This could be achieved through mandatory deadlines for dispute resolution or other procedural 
rules requiring the authority to produce a decision in a fixed number of days, as well as by 
crafting clear standards that are simple to enforce where possible.  

The regulatory framework outlined above would coexist with and complement antitrust 
enforcement, only blocking transactions and preventing behavior that harm the public interest in 
ways clearly defined by Congress and that strengthen the reach of antitrust. The authority could 
help elucidate the common line-drawing problem of what behaviors are in or out of the reach of 
antitrust through communication with the antitrust enforcement agencies and with the public. An 
effective regulator will devise rules that promote competition and new avenues for innovation. 

Conclusion 

This report has discussed the unique combination of attributes of large digital platforms 
and their tendency toward entrenched market power. The entry barriers that result are in part due 
to certain characteristics of digital technology, but in part also due to behaviors of market 
participants. Consumers create entry barriers with their behavioral biases, and incumbents create 
entry barriers through strategic use of contracts and technologies, as well as by engaging in 

                                                 
238 It is worth considering whether the competition function and staff of the DA will be more effective when 
incorporated into other agency tasks or separated into a distinct division. 
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various other activities. The resulting monopoly or concentrated market structures do not serve 
consumers as well as would a market in which entry is a credible, or actual, reality.   

Public policy has been slow to respond to economic harms resulting from these 
conditions.  Such harms include advertising prices that are higher than would be expected in a 
more competitive environment. The markups distort decision-making and are subsequently 
passed through to consumers in the goods and services they buy. There are also quality harms. 
Platforms have incentives to provide low quality in order to keep users “engaged” and sell more 
ads. More generally, a lack of competition lessens the pressure on any platform to deliver high 
quality to its customers for fear that they will move to a rival platform. Perhaps most 
importantly, insufficient competition among and for digital platform position distorts and reduces 
innovation in a sector that has been—and, under the right conditions, will continue to be—the 
source of huge benefits for consumers and society. 

It is unlikely that these problems will self-correct, meaning new and revised rules and 
incentives will be needed to prevent market power from entrenching a few dominant tech firms 
as economic and social gatekeepers. The United States is very far behind the frontier in antitrust 
enforcement, both because courts have taken a conservative view of what constitutes 
anticompetitive conduct and because agencies have not yet developed expertise in digital 
competition cases. Considerable work can be done by academics to help provide new relevant 
knowledge and tools to both agencies and courts. It also may be necessary for Congress to pass 
new legislation that revises the antitrust laws, establishes a specialist Competition Court, or  
both. The committee believes that vigorously enforcing the antitrust laws under these conditions 
would be likely to increase entry in digital platform industries, competition, and consumer 
welfare. Moreover, such enforcement would result in remedies to restore competition that has 
already been lost as well as serve as a deterrent to future anticompetitive conduct. Finally, 
because the problems we identify may require action beyond antitrust, we also propose the 
establishment of a new digital regulatory agency, or Digital Authority. 

Such an agency could increase social welfare by establishing baseline market rules and 
conditions that both promote competition and limit the dimensions of competition to those that 
benefit consumers, rather than exploit them. In addition, the agency could assist in carrying out 
modern competition enforcement, using burdens of proof that reflect new understandings of 
market behaviors.  

Whether the platforms that are dominant today have achieved that position entirely on the 
merits bears further examination. If illegalities are determined, appropriate remedies will be 
needed to restore the lost competition. However strong antitrust remedies likely will require 
coupling with market-opening regulations to overcome market power that prevented competitive 
market entry. Going forward, two important goals for public policy are ensuring entry and 
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competition for platforms, as well as creating competition on platforms. Forward-looking laws 
and regulations should be geared to lowering entry barriers as much as possible and vigorously 
guarding against exclusion, lock-in, and foreclosure in the platform context. Without a swift 
policy pivot to apply these combined tools, digital markets may tip toward levels of entrenched 
power that undermine the benefits of innovative digital businesses for American consumers. 
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Executive Summary 

 
 

hile the Internet has contributed 
immensely to access to and 
diffusion of information and has 

opened numerous opportunities to improve life 
across the globe, it has also brought challenges, 
risks and harms that may endanger the very 
democratic and liberal order that many 
believed it would advance. 

Perhaps nowhere are these 
contradictory trends more present than in the 
fourth estate—the news media and journalism. 
The technology that made news creation and 
diffusion cheaper and faster and gave billions 
of people a voice has also become a tool used 
by state and private powers to manipulate and 
propagate disinformation and hate. It has also 
disrupted the business model of original news 
creators, disintermediated them from their 
consumers and created a new news ecosystem.  

Growing concentration in the business 
sector in the US and the accumulation of 
market and political power by large 
corporations across the developed world has 
attracted more scrutiny in the last decade. It is 
now clear that the natural tendency toward 
concentration in modern capitalism is 
magnified in digital markets, where a handful 
of corporations enjoying network effects today 
exercise more power and influence globally 
than any other private entities have in the last 
century. Two of those companies—Google and 
Facebook—are not only giant economic 
players that have changed most industries, but 
are also the largest media companies in history. 
While they maintain that they are technology 
companies, they not only have unprecedented 
influence on news production, distribution and 
consumption, but also are rapidly changing the 

incentives, behavior and norms of all players in 
the news media ecosystem.  

Headlines evoking a “crisis in the 
news” and “crisis in journalism” have appeared 
for more than a decade. To be sure, media 
scholars and practitioners have described 
journalism and the news industry in crisis terms 
time and again in history, mostly after 
technological shocks. This report does not 
adopt a crisis narrative. Rather, it soberly 
reckons with an era of profound change. We 
believe that changing technologies always 
warranted updates to the laws and regulations 
that shape news media. The digital revolution 
and ascent of dominant digital platforms call 
for a significant renewal of the rules in this 
important sphere again.  

We demarcate two periods in the digital 
revolution with regard to its impact on the news 
ecosystem: the first two decades of the spread 
of the Internet, and the last decade, 
characterized by the rise of a handful of digital 
platforms. Technology had a profound 
influence on journalism and the news in both 
periods, but there are important distinctions 
between the two. The first twenty years after 
the invention of the World Wide Web saw a 
dramatic decline in the cost of information 
distribution and an increase in information 
accessibility. The news industry had to adjust 
to advertising and readers shifting to the digital 
world, which caused a decline in revenues and 
profitability and the loss of the important 
business of classified ads. The last decade has 
seen still more advances in technology, but 
with a growing share of digital activity and 
news consumption moving to digital platforms. 
This decade has been characterized by a 
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profound influence of the platforms on the 
relationship between news producers and the 
public and on the very nature of the public 
sphere. 

The introduction of new technologies to 
mass media has always had an influence on the 
character of news, politics and society. From 
the printing press and telegraph to radio, 
television and cable television, each 
technology brought opportunities and 
challenges and in turn public demand for new 
laws and regulations. The challenges brought 
by the platforms run deep: unbundling of news 
products; personalization and targeting tools 
unprecedented in their sophistication and 
precision; and atomization of the news media. 
Together these trends have created a new 
ecosystem of news consumption, more 
complicated and fragmented than ever—and 
most importantly—split into billions of 
individual “feeds” and “editions” for each user.  

The news media and journalism are 
broad subjects with many categories and 
definitions. This report is focused mainly on 
what we think is the most important for the 
functioning of democracies: accountability and 
investigative journalism. This type of news 
gathering, investigation and analysis reveals 
information that is crucial for readers as 
citizens, and information that powerful actors 
like to be concealed. Hence, it produces not 
only private benefits for the consumer but also 
positive externalities benefitting society at 
large. 

While the authors of this report do not 
believe that there was ever a “golden age” of 
quality, independent journalism that can be 
revived, we believe that digital platforms 
present formidable new threats to the news 
media that market forces, left to their own 
devices, will not be sufficient. In the report we 
review some of the main market responses that 
try to improve the sustainability of independent 

journalism, their contributions and their 
shortcomings.  

Our report is based on the assumptions 
that independent journalism is a crucial pillar 
of democracy, but that the production of 
investigative and accountability journalism 
was always underfunded and underproduced 
by the market—as original producers of this 
kind of journalism can at best capture only a 
small fraction of the benefits to society. 

The report identifies four areas of 
immediate concern to the news media:  
1. The gradual decimation of the business 

model that enabled many news outlets to 
produce accountability and investigative 
journalism for decades. Especially acute is 
the collapse in revenues of local news 
outlets and the closure of such news outlets 
across the developed world. 

2. The shift in  news distribution from the 
traditional news organization to algorithms 
controlled by digital platforms and the 
growing concentration, power and control 
that a handful of these platforms have as 
gatekeepers of the news across the globe. 

3. The opacity of the algorithms that control 
news distribution and the lack of publicly 
available information on news 
consumption in the platforms’ ecosystem. 

4. The weak economic and legal incentives 
that these powerful gatekeepers of the news 
have to prioritize quality content and limit 
false information. 

While the threats to quality news 
ecosystems are significant, this report does not 
recommend direct intervention in the 
management of the platforms and their 
relationship with users and news producers. 
Because a handful of platforms exercise 
gatekeeping power over information, 
regulatory intervention must be very careful 
not to put even more power in the hands of 
those platforms.  Any state or regulatory 
intervention should be measured and limited.  
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Our policy recommendations are 
limited to topics that directly relate to the news. 
Yet they should be read together with the 
policy recommendations of the subcommittee 
on market structures listing proposals meant to 
increase competition in the digital world, give 
users more power and control over their data 
and limit the market power of the platforms and 
their ability to entrench their dominant market 
position. The subcommittee members think 
that opening platforms for competition through 
interoperability, giving users ownership of 
their data, and the potential breakup of 
platforms may contribute to reducing the 
gatekeeping power of these platforms and 
positively impact the type of information that 
users consume.  

The dramatic shift of advertising 
dollars from traditional news outlets to a 
handful of digital platforms has many 
stakeholders in the news industry calling for 
regulatory intervention to reverse or halt this 
trend. This report takes a different approach: 
we do not focus on finding ways to return to a 
“glorious” past when a larger share of 
advertising was allocated to traditional news 
outlets.  

The report’s starting point is that the 
marriage between quality accountability 
journalism and advertising revenues was 
always fraught with conflicts of interests, 
biases, battles for attention and challenges to 
the autonomy and integrity of news 
organizations. A large body of research, 
evidence and surveys documents the influence 
of advertisers on the agenda, content and 
framing of reporting, and direct and indirect 
bias, censorship and self-censorship caused by 
dependence on advertising. There is also 
evidence of biases and distortions in news 
reporting in the pre-platform era caused by 
ownership and control of news outlets by 
tycoons, oligarchs and politically connected 
business groups. The shift of readers to the 

Internet and the rise of digital platforms have 
exacerbated these biases as the business model 
of many news outlets collapsed; publishers 
became more dependent on a few large 
advertisers, and newsrooms were presented for 
the first time with granular real-time data on the 
virality of single stories—which enabled them 
to adopt editorial strategies that market single 
stories instead of full editions.  

Reversing the shift of advertising 
dollars from the digital platforms back to 
traditional media may not only prove to be like 
swimming against the stream—it may further 
incentivize news outlets to chase clicks and 
virality. In the race to get more clicks and 
exposure through the sophisticated, targeted, 
personalized, advertising-maximizing digital 
platforms, publishers may give the platforms 
more power and editorial sway in the curation 
of the news. Nevertheless, they will always 
trail behind platforms in the competition to 
monetize those clicks, as they will find it 
difficult to compete against the vast data troves 
and artificial intelligence capabilities held by 
giant tech companies.  

This report sees the seismic shift in the 
advertising dollars to the online world as an 
opportunity to create a news ecosystem 
supported more by paid subscriptions and 
public funding, and less by advertising. The 
report does not seek to protect, subsidize or 
prioritize existing news outlets, but it does 
assume that journalists will continue to play a 
central role in production of accountability 
journalism.  

Our main policy recommendations are 
as follows: 
1. Introducing some public funding for news 

organizations, relying on citizen choice, to 
support journalism. The allocation 
mechanism of the funds should be designed 
to promote competition and entry and limit 
the entrenchment of incumbent large news 
media outlets. The funds should be 
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allocated directly by the citizens, 
independently of any government 
intervention. Special consideration should 
be given to the funding of local journalism, 
where we see most of the aforementioned 
problems concentrated today. This funding 
mechanism is highly cost effective: $50 per 
US adult is likely to be sufficient. 

2. All mergers and acquisitions involving 
news companies should be subject, in 
addition to the standard antitrust review, to 
a news plurality review. Standard 
competition policy protects direct 
consumer welfare, and therefore does not 
take into account the indirect effect that 
excessive media concentration can cause 
on citizen welfare. We propose an approach 
to quantifying news plurality that is neutral 
to the identities of the owners of the 
merging entities and to the platform on 
which news content is delivered. The 
proposed approach, based on attention 
shares, has been used in a recent merger 
decision in the UK. 

3. Developing a new regulatory system that 
will ensure necessary transparency 
regarding information flows and 
algorithms. This can be done through a new 
regulatory framework and oversight body 
that sets standards for the disclosure of 
information and news sources, develop 
source-based reputational mechanisms and 
bring to light biases and choices in editorial 
decisions and algorithms for the 
presentation of the news. These regulators 
should produce periodical reports on news 
consumption and the influence of algorithm 

design on the distribution of news and the 
behavior of users.  

4. Digital platforms enjoy a hidden subsidy 
worth billions of dollars by being exempted 
from any liability for most of the speech on 
their platforms (Section 230). We do not 
propose to repeal Section 230 but rather 
propose that platforms that would like to 
enjoy this protection should have to agree 
to take clear measures to prioritize content 
according to criteria other than the 
maximization of ad revenue.  

The pace of change brought by the 
Internet is unlike any previous technological 
shock. The proposals in this report aim to 
address the main threats we see today to the 
news media ecosystem, but are far from 
offering complete solutions to an ecosystem 
that is changing every year. We believe that 
after rolling out the main policy 
recommendations above—additional public 
funding of journalism, disclosing the vast data 
that platforms have on news consumption, and 
taking steps to limit excess concentration of 
political power by tech and media players—
experts, regulators and legislators will be 
equipped with much more information that will 
enable us to consider further updates to the 
regulations governing the news media. 

Amid growing threats to democratic 
values and institutions across many liberal 
democracies around the globe, a bold plan for 
strengthening independent, strong and rigorous 
accountability journalism is needed more than 
at any time since the dawn of the modern liberal 
democracies. 
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Report from the Media Subcommittee 

 
Were it left to me to decide whether we should have a government without newspapers, or 

newspapers without a government, I should not hesitate a moment to prefer the latter.  
—Thomas Jefferson 

Nothing but a newspaper can drop the same thought into a thousand minds at the same 
moment. . . . To suppose that they only serve to protect freedom would be to diminish their 

importance: they maintain civilization. 
—Alexis de Tocqueville 

There is not a crime, there is not a dodge, there is not a trick, there is not a swindle, there 
is not a vice which does not live by secrecy.  

—Joseph Pulitzer 
Journalism is printing what someone else doesn’t want printed:  

everything else is public relations  
—George Orwell (attributed) 

 
hat is a democracy? The 
fundamental principle of our 
modern political system is “one 

person, one vote.” We believe it should be “one 
informed person, one vote.” Hence free, 
unbiased, high-quality information is 
indispensable to democratic debate, institutions 
and processes. It matters for the quality of 
elections and the accountability of elected 
representatives. Journalism, by revealing 
previously undisclosed information, plays a 
crucial role in combating and reducing 
corruption and holding the powerful to 
account, and is also central to the proper 
functioning of markets and governance of 
firms. 

With the rise of the Internet, 
information has become more accessible to the 
public around the world. The Internet gave 
voice to hundreds of millions of people and 
enabled them to connect, come together and 
form digital communities and networks to 
express their shared interests. However, as 
accessing information has become easier for 
the public, there has been an explosion in 

information, and organizing and filtering it has 
emerged as a major challenge. Up until a 
decade ago, it was mostly agreed that the 
benefits of the digital revolution were 
significantly higher than the negative impact. 
But with the rise of the dominance of the digital 
platforms, we are gradually shifting to a 
network architecture that consolidates much of 
the power, activity and resources on the 
Internet in a handful of platforms—a situation 
that calls for rethinking the rules of the game in 
the news media and on the Internet.  

Production of high quality news with 
journalistic rigor has always been costly. While 
there are large public benefits from news 
production, the private benefit for news 
producers has been limited. Traditionally, 
journalists at news media organizations did the 
job of producing original reporting, and editors 
bundled this information into news editions for 
the public. Classified and display advertising 
and subscriptions were the primary ways of 
sustaining the traditional business model. After 
their rise, digital platforms such as Google and 
Facebook emerged as organizers and bundlers 

W 



 
 

147 
 

of information. They aggregate content from 
original information producers such as news 
media companies and bundle this information 
as curated “feeds” and search results to users. 
A rising number of users, especially those who 
are young, get most of their news directly from 
social media feeds. The disintermediation 
between readers and original news producers 
has disrupted the way in which news is 
produced, organized and consumed in the 
digital age.  

Digital platforms, and the Internet more 
generally, have disrupted the advertising 
market for media outlets. Traditionally, 
classified and display advertising was the 
major source of revenue and profitability for 
newspapers. In the 1990s, the entry of online 
marketplaces like Craigslist in the United 
States was disruptive to the classified 
advertising market and led to an increase in 
subscription prices of newspapers and a decline 
in their readership.241 Likewise, with the loss of 
classified advertising and the associated 
increased reliance on print advertising, there 
was an increased bias in news reporting toward 
these advertisers.242 Separately, there has been 
a reduction in demand for print newspapers 
among readers due to the availability of digital 
news and the consumption of news via social 
media platforms. That this is especially true 
among young individuals suggests that this 
trend will only accelerate in future years. 

Box 1: Decline of Newspapers in 
Numbers 
The overall circulation of newspapers has 
declined since the 1990s with the rise of 
the Internet in the US. Advertising revenue 
especially plummeted after 2008, when the 
fallout from the financial crisis and the rise 
of digital platforms coincided. The industry 
did not recover from this decline in 
advertising revenue, and growth in 

                                                 
241 Seamans & Zhu (2013). 

circulation revenue was too slow to arrest 
overall revenue decline. A decline in 
revenues and circulation has led to a loss 
of newsroom employment, a critical 
measure of journalistic depth that has 
declined in the US over time.  

 

242 Beattie et al. (2018). 
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Not only have newspapers declined; press 
freedom is also under threat around the 
world, as indexed by the World Press 
Freedom Index. 

 
Taken together, the reduction in demand on 
both sides of this market—from paying readers 
and from advertisers—has put severe financial 
pressures on traditional media outlets. Since 
2007, while digital platforms like Facebook 
and Google grew exponentially, the advertising 
revenue of newspapers has dwindled, leading 
to severe financial strain and a sharp decline in 
newsroom employment. This disruption of the 
financing model might also have changed the 
mix of local versus national news. Given that 
digital platforms (Facebook, Twitter, Google, 
etc.) have national distribution, there is a 
concern that local news has been crowded out 
in favor of national news. This is consistent 
with the conjecture that the Internet, and 
communications technology more generally, 
may lead to a “death of distance,” that is, the 

                                                 
243 Gentzkow (2006); George & Waldfogel (2006). 

overcoming of physical distance and a new 
ability to connect more isolated areas to less 
isolated ones. This is consistent with evidence 
the other settings: The introduction of 
television in the US led to a reduction in local 
newspaper circulation, and the entry of the New 
York Times into metro areas led to reductions 
in local newspaper readership.243 

These issues are particularly acute for 
newspapers that have traditionally served local 
markets. Since 2004, 1,800 papers have closed 
in the US. Six percent of US counties currently 
have no newspapers, and an additional 46 
percent have only one newspaper, usually a 
weekly. Over one-half of counties are not 
served by a daily newspaper. A similar trend is 
seen in democracies like Australia, where the 
number of journalists in traditional print 
industries fell by 20 percent from 2014 to 2017, 
and among regional publishers and 
broadcasters cost-reduction measures range 
from the closure of newspapers to the 
consolidation of broadcasting operations. 
Similarly, in the UK, 321 local press have seen 
closure in the last ten years.244 

This decline in the number of 
newspapers has reduced the degree of 
competition in local news markets, in terms of 
both readership and advertising. This is in 
contrast to the promise of digital platforms, 
which had the potential to reduce barriers to 
entry and facilitate the sharing of information. 
Instead, by disrupting newspaper advertising 
markets and shifting demand from print to 
digital sources, platforms have reduced 
pluralism and increased concentration in local 
newspaper markets. 

The loss of local newspapers and the 
emergence of “news deserts” has important 
consequences for local governance. For 
example, local newspaper closures between 

244 http://newspaperownership.com; Wilding et al. 
(2018); Cairncross (2019). 
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1996 and 2015 in the US led to higher 
borrowing costs for municipalities in the long-
run, even in localities with high Internet usage, 
as local governments were held less 
accountable for their public financing 
decisions.245 Similarly, a study of newspapers 
in California found that when there are fewer 
reporters who cover an area, fewer people run 
for mayor, and fewer people vote.246 In other 
words, a decline in local journalism due to the 
emergence of digital platforms can have far-
reaching consequences for politics and the 
economy. Again, these findings are in line with 
evidence from other settings. The introduction 
of television in the US, for example, led to a 
reduction in political knowledge and voter 
turnout.247 Similarly, increased newspaper 
coverage of local Congressional 
representatives is associated with better 
informed constituents and enhanced 
representation.248 

Taken together, the demise of local 
newspapers, along with evidence on their 
social benefits, suggests significant challenges 
for local governance in coming years. While 
the aforementioned evidence is not directly 
linked to digital platforms, there is also some 
direct evidence that the entry of the Internet and 
digital platforms has displaced traditional 
media outlets and the associated news 
coverage, including investigative journalism, 
and changed political outcomes.249 For 
example, the rollout of the Internet in Germany 
led to a reduction in voter turnout, and 
researchers250 attribute this effect to a reduction 
in television viewership following broadband 
Internet availability. Studying the rollout of 
broadband Internet in Italy, researchers251 
documented an initial reduction in voter 
turnout followed by a later increase as parties 
                                                 
245 Gao, Lee & Murphy (2018). 
246 Rubado & Jennings (2019). 
247 Gentzkow (2006). 
248 Snyder & Stromberg (2010). 

harnessed this new technology. In a recent 
study, researchers252 have found that 
broadband development in the UK has 
displaced other traditional media with greater 
news content such as radio and newspapers, 
and has also decreased voter turnout. This 
effect, which is most pronounced among the 
less educated and the young, also leads to lower 
local government expenditures and taxes, 
particularly expenditures targeted at less-
educated voters. Taken together, emerging 
evidence suggests that the entry of digital 
media has displaced, rather than enhanced, 
traditional news reporting in these areas, 
leading to reductions in voter turnout and 
changes in policy outcomes. 

While digital platforms’ dominance is a 
relatively new phenomenon of the last decade, 
it is important to remember that news media 
have long been ridden with market and non-
market forces that subverted and biased their 
reporting. Political parties, governments, 
advertisers, large corporations, funders, and 
audiences are a few of the forces that 
influenced news media. At the cusp of the 
twentieth century, advances in technology gave 
rise to greater independence of news media, as 
they were able to produce and transmit news at 
a much lower cost, and led to a shift from 
partisan to professional journalism.  

With the rise of digital platforms, the 
cost of distributing information went down, 
which increased the entry of new information 
producers and increased diversity of voices. 
Digital platforms became powerful 
intermediaries between original information 
producers and readers and unbundled and 
“atomized” news. They use algorithms to 
curate personalized content for users based on 

249 Falck, Gold & Heblich (2014); Gavazza, Nardotto & 
Valletti (2018). 
250 Falck et al. (2014). 
251 Campante, Durante, & Sobbrio (2017). 
252 Gavazza et al. (2018). 
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the unprecedented level of data these platforms 
have over each individual’s private history and 
preferences. With billions of users, they can 
thus create billions of “bundles” or editions of 
news stories with the objective of maximizing 
advertising revenues. These algorithms are 
opaque, and while platforms know exactly 
which individuals are exposed to which stories 
and why, publishers and the public have very 
little knowledge about such information. This 
gives rise to a huge asymmetry between the 
data and knowledge that the platforms and the 
public have on news consumption.  

Along with atomization of news, 
platforms have—through their sheer size and 
market share as curators and aggregators—
acquired unprecedented gatekeeping power 
over news media outlets all over the world, 
wielding a huge influence on the version of 
reality that readers see.  

As noted above, traditional media were 
always plagued with biases, and chased 
attention to get advertising dollars. But those 
incentives were disciplined partially by 
reputation concerns, professional norms, and 
legal liabilities. Digital platforms, in contrast, 
are not disciplined by such forces. They are 
protected from most legal liabilities, and their 
reputation is not tied directly to the content they 
present as feeds to their users.  

Recent research and multiple 
investigations by news organizations253 
support the assertion that platforms do not have 
incentives to prioritize quality content. A 
recent study found that disinformation can 
spread faster than true news on social media 
such as Twitter.254 Not only are users not good 
at distinguishing reliable and unreliable news; 
digital platforms at the same time have access 
to private information about users, enabling 
them to selectively target visceral, addictive 
                                                 
253 
https://www.theverge.com/interface/2019/4/3/18293293
/youtube-extremism-criticism-bloomberg 

and at times extremist content. This, coupled 
with the fact that digital platforms are not held 
accountable for the published content, has 
made digital platforms powerful tools of 
influence, having insight into people’s private 
behavior, but enjoying immunity from any 
consequences. 

Box 2: Rise of Digital Platforms in 
Numbers 
The revenue growth of digital media is 
nothing short of spectacular, as evidenced 
by the market valuations of companies like 
Alphabet. The share of advertising 
attributable to digital advertising has 
roughly doubled since 2010. In 2018, the 
share of digital advertising (38 percent) 
was higher than the advertising shares of 
television (34 percent) and newspapers 
and magazines (12.2 percent), and it is 
projected to keep growing in the coming 
years. Within the digital platforms, 
advertising revenue is highly concentrated, 
with two companies controlling over half of 
it. In particular, in 2018, Google had a 37.1 
percent share and Facebook had a 20.6 
percent share. Assuming that these trends 
continue, as predicted, the degree of 
concentration in advertising markets will 
dramatically increase in the coming years. 

 

254 Cagé & Mazoyer (2019). 
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News Consumption by Media 
How many people get their political news 
from a digital source? The table below 
shows that the share of Americans who 
report regular use of the digital platform is 
large and increasing. Similar patterns are 
observed in virtually every democratic 
country in the world. However, the table 
also shows that television is still the 
dominant platform for news. These 
aggregate shares also hide enormous 
heterogeneity. Television is four times 
more popular among older adults than 
among younger adults, and social media 
consumption is much more popular among 
younger adults.  
Share of US Adults Who Get News Often 
on Each Platform 

 
Source: Pew Research Center 

News Consumption by Source 
A robust pattern observed in data is that a 
large share of digital news is actually the 
online version of traditional media, 
highlighting that news producers still 
continue to work in traditional media. The 
table below covers 36 countries. It shows 
penetration shares for traditional channels 
(TV, radio, print) as well as digital media 
disaggregated by whether the user is 
viewing a pure Internet source (e.g., 

Huffington Post), a social media or blog 
platform (e.g., Facebook) or the online 
version of a TV, radio or print source. As 
we can see the last modality is more 
prevalent in most countries.  

 

 
Three pure digital platforms appear among 
the top ten US news providers in terms of 
attention share: Facebook at #2, Yahoo 
News at #7, and Huffington Post at #8. 
Only the last one produces original 
content. In the UK, three digital platforms 
are found among the top ten news 
organizations: Facebook at #3, Google at 
#5, and Twitter at #10. Indeed, similar 
patterns emerge in the 36 countries for 
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which data are available.255 Facebook is by 
far the dominant pure-digital news source, 
although it is critical to highlight that 
Facebook is an aggregator and not a 
producer of original content. It is among the 
top three in 14 of those countries. 

 
Summary of Findings 
The media landscape is fast-changing. 
Available evidence indicates the following 
patterns: 

• The share of advertising revenues 
going to digital platforms is large and 
increasing. Facebook and Google 
receive over half of it. 

• Television is still the dominant news 
medium, though the role of digital news 
is increasing and already dominant in 
younger generations. 

• Although news may be delivered 
digitally, the content is most likely to 
come from traditional print and 
television providers. 

• Among the pure-digital news providers, 
Facebook is by far the dominant player. 

The concern with harmful externalities of 
concentration of power and biases in the news 
media related with the emergence of new 
technology is by no means a new phenomenon. 
Throughout history, such concerns have been 

                                                 
255 Kennedy & Prat (forthcoming). 

answered with new regulations. For example, 
with the development of radio, the Federal 
Radio Commission was founded in 1927 in the 
US, which evolved into the Federal 
Communications Commission (FCC) in 1934. 
As media technology evolved, FCC regulations 
evolved, too, including the 1941 National TV 
Ownership Rule, the 1970 Radio/TV Cross-
Ownership Restriction, and the 1975 
Newspaper/Broadcast Cross-Ownership 
Prohibition. These regulations attempted to 
prevent the concentration of ownership of news 
media in order to support diversity in the 
market for ideas. As Internet and digital 
platforms have disrupted the media industry, 
we have reason to believe that government 
should again look into the ways in which the 
negative externalities of the media can be 
constrained.  

The influence of the digital platforms 
on the news media has been under increased 
scrutiny and focus since the last US 
presidential elections, yet much of the focus 
has been on fake news and the interference of 
foreign governments in elections through such 
platforms. But the influence of digital 
platforms on the news and journalism 
ecosystem goes much deeper than just the 
spread of fake news. The business model of 
news has been severely disrupted by the rise of 
digital platforms, and news production and 
consumption have been disintermediated. The 
business model disruption has reduced the 
incentive to produce original reporting, and the 
platform algorithms have rewarded the 
production of visceral and emotive content.  

While there is a great deal of data on the 
decline of revenues, profits and number of 
journalists employed by news organizations, 
the potential public harms from the new news 
and journalism ecosystems are inflicted on very 
large and dispersed groups, and they are much 
more difficult to analyze and measure. This 
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report will focus on these potential harms and 
recommend ways to develop a more 
sustainable and competitive economic model 
for a news media ecosystem that produces 
quality journalism. These recommendations 
include a new way to increase funding and 
competition in the news market as well as the 
transparency and accountability of digital 
platforms.  

The Precarious Economics of 
News 

News is an information good—perhaps the 
purest form of it. Whether it be day-to-day 
decisions regarding what products to buy, how 
to manage health, how to prepare for the 
weather, or political decisions regarding whom 
to vote for or whether to attend a protest, the 
news provides information that allows people 
to make those decisions facing less uncertainty. 
However, information goods, especially news 
content such as investigative journalism, have 
some unique characteristics that give rise to 
underproduction of news and lower demand. In 
this section, we explain the unique economics 
of newsworthy information.  

Information, once produced, can be 
consumed widely without constraint, making it 
non-rivalrous. Unlike a physical good, when 
one agent consumes information this does not 
prevent another agent from doing the same. 
Also, information, once disseminated, can be 
distributed by agents other than the agent 
responsible for its production, making it non-
excludable. Both these characteristics of 
information give rise to underproduction of 
information, as the producer of information, 
who incurs the fixed cost of producing news, is 
unable to accrue the full benefit from producing 
it, as it is easy to copy and share. 

Another important characteristic of 
information that arises from the demand side is 

uncertainty. Almost by definition, information 
is a good whose value is not necessarily known 
to the consumer at the time of purchase. If 
information is revealed to the purchaser, which 
is what efficient purchases of a good would 
entail, the purchaser has no incentive to 
actually pay for the information once disclosed. 
In such a case the information producer has to 
resort to trying to sell information without 
disclosure. What this implies is that the demand 
for information will be lower than it would 
otherwise be and will not reflect the value 
consumers actually place on that information, 
which will also drive diminished returns for 
information producers. However, this also 
means that the production of many information 
goods will depend on finding means of 
payment— such as advertising in case of 
news—that do not involve direct payments 
from consumers themselves.  

Box 3: Kenneth Arrow on Economics of 
Information 
The Nobel prizewinning economist 
Kenneth Arrow identified indivisibility and 
inappropriability as characteristics of 
information that would lead to insufficient 
production. These generate the challenge 
of ensuring that the returns to those 
responsible for producing information (that 
is, those bearing the costs of production) 
are closer to the social return for 
information production. In modern 
parlance, this is often broken down into two 
dimensions of the public nature of goods 
under the terms non-rivalry and non-
excludability. 
For information with value that cannot be 
so easily inferred from past experience 
with the information provider, there is a 
special challenge.  
Arrow (1962) put it this way: 
[T]here is a fundamental paradox in the 
determination of demand for information; 
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its value for the purchaser is not known 
until he has the information, but then he 
has in effect acquired it without cost.256 Of 
course, if the seller can retain property 
rights in the use of the information, this 
would be no problem, but given incomplete 
appropriability, the potential buyer will 
base his decision to purchase information 
on less than optimal criteria. He may act, 
for example, on the average value of 
information in that class as revealed by 
past experience. If any particular item of 
information has differing value for different 
economic agents, this procedure will lead 
both to a nonoptimal purchase of 
information at any given price and also to 
a nonoptimal allocation of the information 
purchased. 

Undersupply and underdemand of information 
may be more acute for certain type of news. 
Some news—such as that related to weather, 
traffic conditions, impending or actual 
disasters, product reviews, or scientific 
breakthroughs—is of primary use for 
individual decision-making. By contrast, other 
news is of primary use for social decision-
making, including how to vote, how to protest 
and whether to avoid or support particular 
businesses or organizations. In this situation, 
the decisions one person is making are part of 
a collective decision-making process, and, 
hence, each person will be interested and place 
value on others who are participating in the 
decision having access to that news. Apart from 
the private versus social dimension of the news, 
news also differs in terms of its timeliness or, 
more critically, its longevity, that is, how close 
in time it is to the moment a relevant decision 
has to be made. This is most obvious with 
respect to weather and traffic decisions, but 
may also be of importance for protests or 
disasters. By contrast, news about corruption or 
poor policy-making might be of use for the next 
                                                 
256 See Roth (2002), and Gans & Stern (2010). 

election, and, therefore, its value does not 
necessarily depend on its timely provision. 

Consider a case of investigative 
journalism that exposes the corruption of a 
government official in a particular county. 
Such news has limited private benefit for 
readers, and very few users are likely to buy 
this news story. Yet, the public benefit from 
exposing this story is large, as it not only 
exposes a corrupt official but at the same time 
creates a deterrent for corruption in the future 
as officials fear similar exposés. Hence, 
investigative journalism is a public good with 
limited private benefit. Such investigative 
journalism is costly to produce and delivers 
limited immediate private benefits for news 
media outlets.257  

There are good reasons to believe that 
the economic issues associated with the supply 
and demand for information become stronger 
as news moves from the private to the social 
and, perhaps paradoxically, from being of 
immediate to longer-term use.  

A look at the case of investigative 
journalism helps reveal how the production of 
such journalism is acutely ridden with issues of 
underdemand and undersupply. Investigative 
journalism is the provision of news as the result 
of a long, complex and often very costly 
investigation. As a result, it is unlikely to be the 
kind of news that requires quick action but is 
released well ahead of a decision point. In 
addition, it is more likely to involve a social 
element, whereby the consumption of that 
news by others raises its value to individuals. 
For example, an accusation of sexual 
misconduct against a powerful figure is likely 
to have a greater impact if it is widely read. 
Additionally, the longevity of news represents 
a problem for private provision, as there is time 
for that news to be provided by others. To see 
this, imagine that the output of investigative 

257 Hamilton (2016). 
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journalism is a ‘scoop’—a news output that 
others do not have. A news outlet might publish 
a scoop and for a period of time may be the only 
outlet with that news. If the news has a short 
half-life, then that period would be valuable in 
that consumers would have an incentive to 
consume news in the originating outlet. 
However, if the news is long-lived, there is no 
similar time pressure. People will be able to 
consume the news more easily as it becomes 
widely reported. Even if this is done with 
attribution to the original outlet, it is not clear 
there is any mechanism by which that outlet 
will benefit disproportionately in terms of 
consumers willing to consume the news on that 
originating outlet. Thus, there is a clear 
production externality for such news caused by 
the knowledge spillover of that news to other 
outlets. Consequently, there is limited 
incentive to become an outlet that is able to 
invest in generating scoops of this kind. 

Box 4: Biases in News 
While this report and many other reports 
highlight the various potential harms of 
digital platforms to the business model, 
distribution and consumption of news, and 
stress the important contribution of 
journalism to democracy, it is important to 
stress that there was no agreed “golden 
age” of journalism, and it was always 
subject to multiple forms of capture and 
biases. Some sources of bias in media are: 

• Bias toward political or corporate 
owners 

• Bias toward funders 

• Bias toward advertisers 

• Bias toward newsmakers who provide 
access 

                                                 
258 Zingales (2016). 
259 Gentzkow, Glaeser & Goldin (2006); Petrova 
(2011). 

• Bias toward slant of the audience 
• Bias toward a particular ideology 

• Bias toward sensational news that 
boosts ratings 

An example of media capture could be due 
to banks. Recent research258 showed that 
Italian newspapers that were more 
indebted were more more likely to agree 
with banks, whatever the interest of banks 
may be. In other words, as newspapers 
become less financially healthy, the more 
likely they are to be riddled with biases. 
This trend is also confirmed in historical 
research259, where researchers find that, in 
the absence of a thriving subscription and 
advertising base, US newspapers were 
more likely to be politically captured in the 
19th century. Similarly, in Argentina, 
newspapers that carried more government 
advertising covered government corruption 
scandals less between 1998 and 2007, 
showing evidence of advertiser bias.260 

Another challenge that news presents that 
makes it distinctive in terms of the economics 
of information is that there is always 
potentially an interested party who will have 
some control over the news. Thus, news can be 
pursued independently up to a point, but there 
is always some area where conflict is to be 
expected. The only way around this is to have 
a diversity of news outlets with a consequent 
diversity of operating interests.  

The above challenges of social news 
and special interest are especially severe in the 
case of investigative journalism. Coupled with 
the fact that such journalism—due to its non-
rivalrous, non-excludable and uncertain 
nature—is subject to underdemand and 
undersupply, we conclude that production and 

260 Di Tella & Franceschelli (2011). 
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consumption of investigative journalism–type 
content face many challenges.  

Box 5: Why is investigative journalism 
difficult to produce? 
Investigative journalism has large public 
benefits, all of which cannot be captured by 
producers, but its production incurs high 
fixed costs (e.g., careful collection of 
evidence and analysis) with a long 
gestation period, which may lead to dead 
ends and failure. Such journalism is also 
hazardous, and prone to lawsuits, and may 
also antagonize stakeholders (advertisers, 
owners, newsmakers etc.).261 Finally, due 
to its public nature, investigative journalism 
has uncertain benefits. It has been 
suggested that a key benefit from 
successful investigative journalism stories 
tends to be of reputation, and that 
“investigative journalism is like haute 
couture . . . . It isn’t highly profitable per se, 
but it helps create brand awareness and it 
excites the most talented designers... [and 
is done] when margins are high.”262  
Overall, the production of investigative 
journalism is like taking a risky bet with few 
upsides and many downsides. News 
media firms may take such risky bets to 
produce investigative coverage only if they 
have the capacity to produce such “haute 
couture” content, the power to bundle and 
distribute such news, to best monetize it, 
and the incentive to differentiate from the 
competition.263 
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Digital Platforms and 
Disruption of News 

In this section, we look at the business model 
of news and discuss how the Internet and the 
digital platforms have influenced the business 
model of news at its various stages of 
production, distribution and consumption of 
news. 

A. Production of News 

1. Reducing the Incentive to 
Produce Original Content 

As consumers move principally to online 
consumption, it is becoming easier to “steal 
content” from competitors. This affects media 
outlets’ incentives to produce high-quality (and 
costly) news content in the Internet era. Recent 
studies of audience news consumption 
behavior have indicated that news users 
increasingly rely on multiple news media and 
seem to shop for the best news across outlets 
online.264 As a consequence, they follow the 
news on multiple media platforms.265 It has 
been well-documented that the Internet has 
reduced loyalty to any single outlet, in 
particular for technological reasons.266 
Revealing is the fact that online when coming 
to a news website through search or social 
media, most users cannot recall the name of the 
website’s news brand after their visit.267 
According to Reuters data, in France in 2018, 
consumers of at least one offline media outlet 
consume on average 2.83 outlets online.268 

News in online media is not only copied 
by many, but it is also copied fast. An analysis 
of French media showed that on average news 
was delivered to readers of different media 

265 Picone, Courtois, & Paulussen (2015); Yuan (2011). 
266 Athey, Calvano, & Gans (2013). 
267 Reuters Institute (2017). 
268 Reuters Institute (2018). 



 
 

157 
 

outlets in less than 4 minutes in 25 percent of 
the cases. Also, the analysis found that such 
high reactivity came with high verbatim 
copying, as only 32.6 percent of the online 
content was original.269 Such a scale of copying 
online might potentially negatively affect 
media outlets’ newsgathering incentives, as 
original news producers would capture only a 
fraction of the audience and of the economic 
returns to original news production.270  

While a reactive online media reduces 
the incentives of news producers to invest in 
original content, in the long run, producers can 
gather reputation effects, whereby users do 
indeed share content from the original content 
producer more frequently. However, media 
outlets with a larger fraction of original content 
are still losing part of the audience they would 
receive absent copying and consumers’ 
switching across outlets. Furthermore, this 
negative effect is accentuated by the impact of 
the platforms on the advertising markets for 
news media: when attention is spread across 
publishers, switching consumers actually see 
fewer ads than their loyal counterparts on a 
given publisher. 

2. Platform Duopoly and the 
Business Model of the News Media  

Consumers increasingly consume information 
on news aggregators such as Google News or 
Yahoo News, and there is a debate whether 
these aggregators act on the consumption side 
as a complement, bringing additional traffic to 
traditional media outlets online, or as a 
substitute, stealing the audience for these 
outlets, and then negatively affecting their 
news production incentives. Empirical 
evidence seems to indicate that news 
aggregators act as a complement on the 
consumption side. For example, analysis using 
a shutdown of Google News in Spain in 
                                                 
269 Cagé, Hervé, & Viaud (2017). 
270 Anderson (2012). 

December 2014–January 2015 as a natural 
experiment found that the removal of Google 
News reduced overall news consumption by 
about 20 percent for users affected by the 
shutdown, and visits to news publishers 
declined by about 10 percent, a negative shock 
that particularly affected small publishers.271 In 
other words, Google News seems to act as a 
complement rather than as a substitute, at least 
for small publishers.  

However, even if the “pure 
aggregators” act as a complement to the 
traditional media outlets on the consumption 
side, they may hurt media outlets’ incentives to 
produce original content through their negative 
impact on the advertising market. Here one 
may think of the digital platforms all together 
(i.e., not only Google and Yahoo but also social 
media platforms such as Facebook and Twitter) 
and more broadly of all the tech giants rather 
than just the aggregators. Indeed, with the rise 
of the digital platforms, the supply of available 
ad space online has increased far more rapidly 
than the demand for it, owing mainly to 
advertising on digital platforms, so that the 
price has dropped precipitously. As a 
consequence, traditional media are devoting 
more and more space for online ads, but are 
winning fewer and fewer of them. In 2018, 
Google and Facebook were the dominant 
digital advertising companies, with a combined 
58 percent of the US market, followed by 
Amazon, whose advertising business is 
expanding quickly. According to the latest 
estimates from eMarketer, by 2020, Amazon 
will have captured a 7 percent share of US 
digital ad spending, compared with Facebook’s 
20.8 percent and Google’s 35.1 percent.272 

The growth in digital ad space is far 
from being shared equally among players in the 
online advertising ecosystem. Google and 
Facebook act as a digital duopoly that 

271 Joan & Gil (2016). 
272 Anderson (2012). 
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represented up to 85 percent of all digital 
advertising growth in 2016. According to the 
European Audiovisual Observatory (2017) and 
a number of other studies, this digital duopoly 
even represented all digital advertising growth 
in the United States by capturing 99 percent of 
digital ad growth in 2016, and up to 92 percent 
in France. That is, the share of the digital 
advertising growth left for traditional news 
media is nearly zero (and even negative for 
some news media). 

This may even become worse in the 
future as a consequence of the European 
Union’s General Data Protection Regulation 
(GDPR). The GDPR will reduce traditional 
media outlets’ ability to collect data online—to 
protect consumers’ privacy, the GDPR requires 
marketers to secure explicit permission for 
data-use activities—and thus their capacity to 
create targeted online advertising. But 
platforms such as Facebook will continue to 
collect tons of personal information on their 
users (with a monopoly on these data) and so 
become even more competitive on the targeted 
online advertising market. 

B. Distribution of News 
Once it has been created, news content needs to 
be distributed to create value. The fundamental 
issue that shapes this activity is the fact that, 
over any time interval, consumer attention is 
limited. Thus, even if news content is freely 
available, only a fraction of it will be 
consumed.  

The ascent of digital platforms has 
negatively impacted the news distribution 
model. The fact that nowadays the vast 
majority of consumers prefer to get to news 
through social platforms and search, rather than 
going directly to a news website, has been well 
documented. But given that these access points 
are limited —again Facebook and Google are 
here in a nearly duopolistic situation—this 
gives them market power vis-à-vis the online 

news media and more generally vis-à-vis all the 
newsrooms. De facto, the digital platforms aim 
at dictating the terms of distribution and all 
dealings with the news media. News publishers 
have lost control over distribution; the news is 
increasingly filtered through algorithms and 
platforms that are opaque and unpredictable. In 
particular, each change in Facebook’s 
algorithm has a huge effect on the size of the 
news websites’ audience (implying changes in 
their revenues). This has been particularly 
striking in recent years when Facebook has 
decided to reduce exposure to news, instead 
prioritizing interactions with family and 
friends, and leading to a huge drop in the traffic 
from Facebook to news publishers’ websites. 

1. Disaggregation of the 
Customer 

Advertising played an important role in 
funding traditional news media. Prior to 
digitization, advertisements would be placed 
physically in the newspaper or intermittently 
on television and radio. In equilibrium, 
advertisers and outlets would come to 
understand the make-up of consumers and be 
able to adjust advertising content accordingly. 
Moreover, there was a sense in which a 
newspaper or a program could result in the 
bundling of attention on a regular basis—that 
is, news consumers might read the paper or 
watch the nightly news every day. Thus, an 
advertiser looking to place ads in front of those 
consumers would know precisely where to find 
them. This assisted in making each ad more 
valuable, and the advertiser and outlet would 
benefit and divide value from such matches. 

In principle, digitization would not 
change anything with regard to this type of 
product. Indeed, as it became possible to know 
even more about individual consumers 
(through data collected about them through, 
say, their browsing and click behavior), the 
ability of outlets to match consumers and 
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advertisers should have been enhanced. In non-
news related advertising such as search, this 
promise of more efficient matching was 
brought about. However, in news related 
advertising, digitization brought more choice 
for consumers. In other words, consumers split 
their attention across outlets by a substantially 
increased degree and, moreover, would not 
necessarily follow the editorialized priority for 
content on the same outlet—picking and 
choosing what they wanted to pay attention to 
rather than passively accepting the “flow” of 
content chosen by editors.  

While such fragmentation of attention 
was a natural and efficient response for 
consumers, it also meant that the advertising 
product that outlets were selling became far 
less straightforward and, instead, the issue of 
how to put an ad in front of particular types of 
consumers potentially became harder rather 
than easier to address. In effect, while before a 
sales department of a news outlet could tell 
advertisers about the consumers that it, almost 
exclusively, could bring to them, with the 
fragmentation of attention, that sales pitch 
involved consumers that may also appear in the 
sales pitch of other outlets. For advertisers, it 
became harder to identify when consumer 
attention might be sold and, moreover, who 
might be selling it. This combination of lower 
match quality along with greater competition 
between outlets at the margin is a potential 
explanation for the dramatic loss in advertising 
revenue (even independent of classified ads) 
that occurred from 2000 to the present day. 

The breakdown in the coherence of 
advertising products around news did, 
however, invite changes to reconstitute it. In 
each case, these changes were designed to re-
aggregate consumers into bundles of attention 
that could be described, understood and sold to 
advertisers. We describe each in turn. 

2. Advertising Networks and 
Attention Aggregation 

One of the issues that created difficulties for the 
advertising product of news outlets was that it 
was difficult to track users and which ads they 
had seen (both within but mostly between 
outlets). Ad networks (such as DoubleClick, 
which was acquired by Google) were 
developed that allowed for tracking—at least 
when consumers used a single browser on a 
single device—and the promise of such 
tracking was to ensure that consumers received 
the “right” number of ads from a given 
advertiser and were not “missed” or served up 
too many ads, leading to “wasted” impressions.  

Such advertising networks allowed 
advertising markets to become reorganized in a 
way that was not outlet-centric. The challenge, 
however, is that this took away another piece of 
information useful for matching consumers to 
ads—that is, the self-selection that comes from 
consumers deciding which content to devote 
their attention to. Ad networks are very 
efficient at matching relatively generic ads with 
consumers or targeting consumers with ads 
based on their browsing behavior. However, 
this happens at a higher degree of abstraction 
than what might attract them in terms of news. 
News outlets—especially local ones—may 
have been better able to match local consumers 
with local businesses. While that is possible for 
advertising networks, it is possible that 
something was lost in the transition. 

3. Subscriptions and Attention 
Aggregation 

As the business model of the media is in crisis, 
with falling advertising revenues and print 
subscribers, in recent years, news media firms 
have been transitioning to charging 
subscription fees for their digital content. 
While some news outlets are better able to 
generate subscription revenue than others—in 
particular, national or global outlets—this has 
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flow-on effects to the organization of the 
advertising market. This is because, despite 
those subscription fees, advertisements 
continue to be placed in front of subscribers. 

Although the free Internet fragmented 
consumer attention across outlets, when a 
consumer subscribes to an outlet, it signals that 
that outlet will grab a higher share of his or her 
attention. As a result, this makes subscribers’ 
attention a more straightforward product to sell 
to advertisers. In other words, it can counter 
that disaggregation that might otherwise occur, 
while at the same time making subscription and 
advertising revenue (to a degree at least) 
positively associated. 

4. Social Media and Attention 
Aggregation 

Another way in which attention has been 
aggregated in a way that makes the advertising 
product more coherent is social media. Social 
media has the quality—like the newspapers or 
nightly news of older times—of managing to 
regularly and reliably grab a share of consumer 
attention each day. That means that social 
media networks can sell advertising products 
that more consistently match ads and 
consumers without missed opportunities or 
waste. This ability of social media to grab the 
attention of customers gives them an editorial 
function that curates that news. In other words, 
the aggregate attention that comes from being 
able to manage consumer information 
overload—something that used to be 
performed by news outlets exclusively—can 
now be undertaken by these networks and their 
related aggregators like Google News or Apple 
News.  

5. Market Power in Advertising 

The analysis of market power in advertising 
markets related to news (and potentially other) 
content has always been made more 
complicated by the two-sided nature of media 

markets. On the one side, outlets attract 
consumer attention and compete for it. On the 
other side, they sell that attention to advertisers. 
The question is: Having obtained some share of 
consumer attention, if an outlet chose to 
decrease the price of ad space, would that put 
pressure on other outlets to do the same? 

The traditional answer is no. Having 
obtained consumer attention, an outlet is 
essentially a monopolist over reselling that 
attention to advertisers. In that sense, 
regardless of the prices they set, it will have no 
impact and not be impacted by the ad prices set 
for other outlets. In that sense, outlets have 
market power in the advertising market; to the 
extent that generates rents, those rents may be 
wholly or partially dissipated as those outlets 
compete for consumer attention.  

The traditional answer, however, relies 
on an assumption that each consumer, over a 
relevant time period, gives all of her attention 
to a single outlet (which is called single-
homing). This, in turn, motivates advertisers to 
advertise wherever consumers happen to be. 
However, when consumers fragment their 
attention (what is called multi-homing), this 
assumption no longer holds, and outlets do not 
have a monopoly over access to that consumer. 
In this situation, alongside the matching 
difficulties mentioned above, each outlet is no 
longer a monopolist in dealing with each 
advertiser and thus, outlets compete with one 
another. In this case, as one outlet lowers its ad 
price, it will put pressure on others to do the 
same. 
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C. Consumption of News 

Box 6: Bundling and Architecture of 
Serendipity 
As news is public information, bundling of 
that information is an important manner in 
which traditional news outlets have 
attracted and retained customers. 
Traditional news outlets sold different 
news content types as a bundle. To reach 
a large audience, outlets had an incentive 
to bundle diverse news. So, a typical 
newspaper covered content including 
national, international and local politics, 
business, sports and page 3 culture, along 
with classified ads. 
The bundling and curating by experts 
(editors) created additional value, as this 
curation built an “architecture of 
serendipity.”273 Sunstein (2008) notes that, 
“For good lives, good universities, and 
good societies, the power of self-sorting is 
at best a mixed blessing. However 
unpleasant and jarring they can be, 
unchosen, unanticipated encounters play a 
crucial role; they are indispensable not 
only to education but also to citizenship 
itself. Far from wishing them away, we 
should welcome them.” 
Curated bundles of news promoted the 
discovery of news. While customers chose 
the quality, slant and niche of their 
newspapers, they received news as 
bundles, and so were exposed to news that 
may be “unpleasant,” “jarring,” “unchosen,” 
or “unanticipated.” Such a system of 
serendipity limited the degree of self-
sorting. 

                                                 
273 Sunstein (2008). 
274 Trussler & Soroka (2014). 
275 Hamilton (2016). 
276 See generally Napoli & Caplan (2017) and Pasquale 
(2016).  

A lab study274 found that news that catches 
public attention may be biased towards 
negative or “horserace” related political 
content. Given such preferences, news 
bundling helped the spread (and 
production) of new content such as 
investigative journalism, which is of public 
value but not designed to catch attention 
and go “viral.”. Thus, bundling reduced 
underinvestment in public goods like 
investigative journalism.275 
Platforms have for most of their existence 
insisted that they are not media companies.276 
They have described what they do as offering 
neutral platforms for connectivity, allowing 
users to find information of relevance to them. 
It has now become clear that platforms’ 
moderation of content creates salience. How 
they do this—what content platforms promote 
and what they hide, who is speaking and with 
what credibility—is not transparent. This 
opacity works hand in hand with moderation to 
put people in the flows of content that they 
cannot assess and cannot escape. The principal 
method by which platforms create media 
salience is through their algorithmic design and 
recommendation engines. Their algorithms are 
a form of editorial judgment that privileges 
particular forms and sources of media 
content.277 In this way, algorithms shape 
consumption on an individualized basis.278 
Platforms also exercise editorial judgment by 
blocking content. Platform moderation, 
whether by algorithmic design or by human 
intervention, whether by prioritizing content or 
blocking it, is an “essential, constant, and 
definitional part of what platforms do.”279 

277 Carlson (2018).  
278 Caplan & Boyd (2018). 
279 Gillespie (2018). 
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1. Atomization of News 

Traditional news media would produce 
editions of news that would bundle news of 
multiple types. To attract a large base, such a 
bundle would offer a variety of content and 
viewpoints, and also provided editors the 
ability to bundle stories of public relevance 
such as local investigative journalism, such as 
on local corruption, which would not have 
grabbed readers’ attention otherwise if left to 
compete for attention on its own. In the digital 
age, news has been atomized, as users often 
consume content curated by the algorithmic 
editing by digital platforms.  

The editorial power of digital platforms 
also influences the editorial decisions of news 
producers. An analysis of an online news 
dataset obtained from an Indian English daily 
newspaper showed that editors give more 
coverage to news stories whose articles receive 
more clicks and that this effect is quantitatively 
important.280 Digital platforms and “virality” 
have become so important to editorial decisions 
that researchers have found that a number of 
news stories first originate on social media, and 
absent their propagation on social media, these 
stories would never make it to the website of 
the traditional news publishers.281   

2. Moderation of News Content 

Content filtering 
Most Americans encounter a substantial 
portion of their news media through 
information platforms. According to the Pew 
survey, more than 68 percent of American 
adults get some news from social platforms, 
with 20 percent doing it often.282 As of the end 
                                                 
280 Sen and Yildirim (2015). 
281 Cagé & Mazoyer (2019). 
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of 2016, 45 percent of all traffic to publisher 
sites came from Facebook. Google was 
responsible for 31 percent.283 It may be the case 
that these numbers may be beginning to decline 
across the globe, according to Reuters Institute. 
In some countries, especially authoritarian 
ones, messaging apps like WhatsApp are 
becoming more important for news circulation; 
WhatsApp is used for news by about half of 
surveyed online users in Malaysia (54 percent) 
and Brazil (48 percent), and by about one-third 
in Spain (36 percent) and Turkey (30 
percent).284 

As discussed above, the dominance of 
information platforms as a distribution 
mechanism for news impacts the production 
side of journalism, in terms of reducing the 
advertising base to fund journalism and 
incentivizing news media to produce content 
that will survive algorithmic sorting.285 These 
algorithmic filters also influence what news 
content is consumed.  

Like traditional news publishers, 
platforms are in the business of selling 
audience attention to advertisers. They are able 
to do this with unprecedented efficiency by 
using personal data to promote content 
predicted to engage users and thereby provide 
more value to advertisers. Platforms offer 
advertisers access to the “data exhaust” of 
individuals as they move in real space and 
across devices so they can target the most 
receptive audience segments.286 Online 
advertising “has evolved rapidly from a digital 
version of conventional ad placement 
involving agencies and publishers, to what is 
now a data-driven market focused on audience 
segmentation and targeted messaging.”287 

285 See Bell et al. (2018): 28 (news media companies 
must devote resources to accommodating the platform 
algorithmic changes); Marwick & Lewis (2017).  
286 Wu (2016), Ghosh & Scott (2018): 13. 
287 Ghosh & Scott (2018): 5. 
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 Platform companies feed user data into 
models that produce an advertising technology 
platform. Using this platform, advertisers can 
find narrowly segmented audiences and target 
them through social media feeds and websites 
with ads ever more precisely tailored to their 
perceived personal preferences. Platforms 
develop their predictive models based on 
inferences from user data including preferences 
revealed through past consumption or likes.288 
Where advertisers have data, in the form of 
customer lists or other personal data, the 
platforms can find audiences that share 
characteristics and thereby deliver to 
advertisers what Facebook calls a “lookalike” 
audience.289 Advertising includes not just 
product promotions but also paid content. 
Information producers can use data profiling to 
target audiences using the same approach as 
product advertisers. There has been 
considerable controversy, for example, with 
disinformation providers using these tools to 
“deepen engagement with known audience 
segments and broaden engagement to new 
ones.”290 

Platforms will only be successful in 
generating user engagement with advertising if 
they can generate engagement with content. 
Serving up editorial content, whether user-
generated or professionally generated, follows 
the same logic as serving up advertising. 
Platforms target individuals with content that 
will be most engaging based on predictive 
inferences. The platform may apply content 
filters based on direct signals from the user, 
collaborative filters based on the preferences of 
similar users, or some hybrid of the two.291 The 
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platforms do not disclose how they filter 
content. Twitter’s “trending topics” are already 
popular. Facebook News Feed and YouTube’s 
Suggested Videos seek to predict what will 
become viral in a user's network and amplify it 
with that use.292 Facebook explains that its 
News Feed algorithm attaches a “relevance 
score” to content based on predictions about a 
user’s likelihood to click, likelihood to spend 
time with the content, likelihood to like, 
comment and share, likelihood that the user 
will find the content informative, likelihood 
that the content is “clickbait”, and likelihood 
that the content links to a low-quality web 
page.293 

Users can customize their news feeds 
on social media platforms to a degree, within 
the constraints of the algorithmic filters that are 
applied. Facebook friends and Twitter follows 
shape content exposure.294 Friends and other 
influencers people choose are important 
funnels for what news reaches them.295 Google 
allows users to customize their Google News 
settings and subscribe to channels on YouTube. 
Individual choice, however, can push back only 
so far against the forces of algorithmic filtering. 
YouTube autoplay queues up the next video to 
carry viewers from one video to the next to 
keep them on the platform. The addictive 
qualities of social media platforms keep people 
attached to the flow of content long after they 
have left the confines of their “selected” 
content. Social bots are one way that content 
providers can hack people’s attention to push 
content on them that they might not have 
chosen and cannot choose.296 

294 See DeVito (2017) (finding friends on Facebook to 
be the most important determinant of News Feed 
choices). 
295 Bergström & Jervelycke Belfrage (2018). 
296 Shao et al. (2018): (“[B]ots are particularly active in 
amplifying fake news in the very early spreading 
moments, … target influential users … [and] may 
disguise their geographic locations.”). 
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Algorithmic filtering does not care in 
principle about the quality and type of content 
it promotes. Relevance and engagement are 
what it cares about. The theory is that if 
consumers do not like and will not engage with 
low-quality information, then presumably they 
will see less of it and vice versa. There are at 
least two caveats to this revealed preference 
theory. One is that the preferences accounted 
for algorithmically are only revealed 
preferences, not the higher-order considered 
preferences of public service media theories. 
The second is that algorithmic filtering stops 
offering consumers content that they are not 
predicted to want. Eli Pariser calls this the filter 
bubble: algorithms drive people into narrower 
homologous information spaces where the 
content confirms biases and does not expose 
them to differences.297 This theory is 
challenged by other research that shows 
algorithmic exposure to multiple 
viewpoints.298 

Whether or not algorithmic filtering 
reduces exposure to alternative viewpoints, it 
privileges a certain kind of content. This is 
content that provokes outrage and emotion and 
tends to extremity. Studies show that filtering 
algorithms funnel people into more extreme 
expressions of their particular preferences, 
including political and cultural ones. 
Viewpoint amplification encourages 
engagement.299 With respect to political 
viewpoints, this tendency seems to be more 
pronounced on the right than on the left, with 
the consumption of highly partisan information 

                                                 
297 Pariser (2011). See also Sunstein & Vermeule 
(2009).  
298 Bakshy, Messing, & Adamic (2015); Fletcher & 
Kleis Nielsen (2017) (contesting evidentiary basis for 
the proposition that online audiences are more polarized 
than offline audiences). 
299 Tufekci (2018). 
300 See Guess, Nyhan, & Reifler (2018) (“pattern of 
selective exposure was heavily concentrated among a 

asymmetrically concentrated among those with 
more conservative views.300 

There is not always a line between 
human and algorithmic filtering on the 
platform. The algorithm is created by humans 
and changed by humans. For example, in 
January 2018, Facebook announced changes to 
its News Feed algorithm to prioritize 
“meaningful content posted by friends and 
family over the news, videos and posts from 
brands.”301 As a result, the amount of news 
shrank from 5 percent to 4 percent of the 
content on feeds. Facebook also changed its 
algorithm to prioritize local news.302 We do not 
have good data on what these tweaks do to 
news consumption, nor are these changes to be 
relied upon as long-term strategies. Facebook 
has altered its strategies before, most notably 
with respect to its “pivot to video.” News 
producers put resources into accommodating 
the new algorithmic strategy, only to see the 
strategy change again. Not only can platforms 
like Facebook or Twitter alter media 
consumption through algorithmic tweaks, but 
they can also alter behavior by favoring certain 
messages.303 The opacity in the system means 
that we only know about these tweaks when 
they are disclosed or, rarely, discovered. 

Content blocking  

While algorithmic sorting prioritizes 
information, another mechanism blocks it and 
ensures that it will not be consumed on the 
platform. Blocking often, but not always, 
involves human intervention. Platforms 
moderate content by two means and at two 

small subset of people—almost six in ten visits to fake 
news websites came from the 10 percent of Americans 
with the most conservative information diets”). 
301 Beckett (2018). 
302 https://newsroom.fb.com/news/2018/01/news-feed-
fyi-local-news/ 
303 See Zittrain (2014) (describing how Facebook and 
Google can alter voter turnout by tweaking news feed 
and search results). 
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stages. The means are human or machine. The 
moments are before and after publication. 
Before publication, software will block content 
that can reliably be identified as illegal or 
otherwise prohibited.304 This kind of automatic 
blocking is used to prevent the circulation of 
content that allegedly violates copyright, has 
been identified as violating local laws (e.g., 
child pornography), or violates the platform’s 
terms of service. This form of ex ante content 
removal is more relevant to user-generated 
content than to news producers.  

Most content moderation takes place 
after it is posted, and is conducted through a 
combination of human and machine 
algorithms. The platform, for the most part, 
reacts to content users have flagged for review. 
There is little transparency into how they make 
these decisions or what the results are.305 “Each 
social media platform has cobbled together a 
content moderation labor force consisting of 
company employees, temporary crowd 
workers, outsourced review teams, legal and 
expert consultants, community managers, 
flaggers, administrators, moderators, super 
flaggers, nonprofits, activist organizations, and 
the entire user population.”306 Increasingly, in 
the wake of public outrage over the use of 
platforms to incite violence, spread 
disinformation, recruit terrorists, and otherwise 
propagate “bad” content, platforms moderate 
proactively. They remove content and accounts 
that violate their terms of service without 
relying on users to tell them to. This 
moderation is also opaque. Kate Klonick’s 
research suggests that content moderators 
adopt traditional analogical reasoning, apply 
multifactor tests, and conduct balancing. Casey 
Newton’s investigative reporting has revealed 
that Facebook content moderators work under 
                                                 
304 Klonick (2018). 
305 Klonick (2018); Chen (2017). 
306 Gillespie (2018). 
307 Newton (2019). 
308 Greer (2003). 

high pressure, often exploitative, conditions 
that are harmful to their mental health.307 Their 
decisions about content are guided by 
Facebook’s public community guidelines, 
internal supplemental guidance, and 
episodically updated interpretations in real 
time that may override that guidance.  

Box 7: Trust in the Age of the Internet 
The advent of the Internet and 
consumption of information online 
changed how people view, understand and 
trust the information they receive. Old 
relationships were upended, and 
traditional journalism’s authority was 
undermined. 
In the absence of the traditional signals of 
authority, how do audiences gauge 
trustworthiness? A 2003 study by JD Greer 
found that they consider whether a site 
belongs to a person or a well-known outlet, 
but not whether the advertisements 
represent reputable organizations.308 
Similarly, a 2007 study of user behavior 
defined two key elements of credibility as 
being “site” credibility and “sponsor” 
credibility, and found that respondents 
trust news sites more than personal 
sites.309 Lack of transparency310 and use of 
native advertising are said by consumers 
to make them less trusting of the media.311 
Researchers312 have further found that 
because traditional clues of credibility 
(bylines, trusted brands) no longer prevail 
and it is often not clear on aggregation 
sites where information originated, online 
articles with direct quotes from named 
sources were viewed as more credible 
then those without. 

309 Flanagin & Metzger (2007). 
310 Milhorance & Singer (2018). 
311 Amazeen & Muddiman (2018). 
312 Sundar et al. (1998). 
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Just as they did in the Middle Ages, 
audiences trust information that is familiar 
and/or comes from friends. Coverage of 
something that people have experienced 
may also make them more likely to trust 
media reports.313 One study314 found that 
fake news headlines that were familiar 
were perceived as substantially more 
accurate even when they were clearly 
implausible or contradicted the 
respondents’ beliefs. Warning labels about 
the headlines being incorrect had no effect 
on perceptions of credibility or even 
caused people to share the information 
more as readers assumed that a Facebook 
warning meant the story was true.315 
Based on a survey using Facebook data on 
graduate students about non-partisan 
news issues, researchers found that 
recommendations from Facebook friends/ 
opinion leaders caused respondents to 
trust both the news article and the outlet it 
came from more, and caused respondents 
to say they would be more likely to read an 
outlet in the future.316 

Through content filtering and blocking, digital 
platforms have become increasingly influential 
in determining what information people 

                                                 
313 Livio & Cohen (2016). 
314 Pennycook & Rand (2017). 
315 Levin (2017). 

consume. Hence, while the Internet emerged 
with the promise of democratizing information 
access, with the rise of digital platforms as 
information gatekeepers, information flow and 
curation has become more concentrated.  

The figure317 below summarizes the 
differences between the functioning of 
traditional news media, and the news media 
after the rise of digital platforms.  

A look at the economics of news media 
shows us that the news media industry has been 
facing three distinct disruptions with the rise of 
digital platforms. 
● Advertising disruption: The production of 

investigative journalism has become 
difficult because ad revenues have 
dwindled with the rise of digital giants, and 
cash-strapped news media firms cannot 
afford to produce original journalism-type 
content. 

● Atomization disruption: Newspapers 
have lost the power to bundle news, and 
news no longer remains picked by 
professional news editors. Instead, news 
gets bundled by opaque algorithms 
designed by a few digital giants, who have 
become the new gatekeepers of news and 

316 Turcotte et al. (2015). 
317 Raj and Rolnik (2018). 
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information, and whose only goal is to 
maximize engagement. 

 
● Accountability disruption: In the 

traditional model, editors were responsible 
for the news they published for public 
consumption. In the digital model, 
algorithms designed by digital giants to 
filter and curate content have little 
incentive to be public-spirited, as 
algorithms neither produce the content, nor 
do they pay the negative externalities. 
Instead, they are designed to maximize 
“engagement,” which pushes them to 
prioritize visceral and viral content over 
news of public interest. 

The Market Response 

The market has responded in the last decade to 
the sharp decline in revenues of news outlets in 
various ways. Most prominent was the surge in 
the number of news outlets financed by 
philanthropists and foundations. Another 
market response was a gradual shift of outlets 
to a revenues model based solely or mostly on 
subscribers. While these market responses try 
to tackle the revenues or the financing sources, 
other market responses try to reduce the costs 
side. Among these are efforts to use technology 
and computation to perform some of the 
journalistic work and collaboration between 
large groups of newspapers on global 
investigative projects. In the next section we 
review these market responses and discuss their 
various shortcomings. 

A. The Multifaceted Donation Model  
Philanthropy is booming in our democracies, in 
particular in the US, where we see a growing 
role of private funders in the provision of 
public goods as government retrenches. Such a 
phenomenon is not specific to the media 
industry. As highlighted in Reich, Cordelli and 

Bernholz (2016), “in the United States and 
most other countries, we see philanthropy in all 
areas of modern life,” but philanthropy also 
increasingly supports the provision of 
information. 

The growing role of philanthropy in 
media funding has been well documented. The 
Growth in Foundation Support for Media in the 
United States report published in 2013 by 
Media Impact Funders reports that $1.86 
billion was awarded in media-related grants 
from 2009 to 2011. The investigative website 
ProPublica, created in 2008 by the billionaires 
Herbert and Marion Sandler, is funded entirely 
through philanthropy; its French counterpart, 
Disclose, launched in November 2018, is 
similarly raising money through crowdfunding 
and larger donations, including from US 
foundations (e.g., Open Society). Other 
examples include First Look Media and The 
Intercept, created by Pierre Omidyar; and 
recently The Markup, a news site to investigate 
big tech, subsidized by Craig Newmark (the 
Craiglist founder). 

As of today, there are more than 150 
nonprofit centers doing investigative 
journalism in the US, and for-profit 
newspapers like the New York Times—just like 
foundation-owned newspapers like The 
Guardian in the United Kingdom—have 
recently set up nonprofit ventures to support 
their journalism. Interestingly, The Guardian 
has decided to implement a unique business 
model, where there is no paywall (news is 
available online for free for all consumers), but 
where consumers are invited to nonetheless 
subscribe or donate to the newspaper so as to 
preserve independent journalism. As of today, 
The Guardian gets more revenue from 
consumers than from advertising thanks to the 
success of its membership and contribution 
model. More than a million people worldwide 
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contributed to The Guardian between 2015 and 
2018.318 

Out of the 160 member organizations of 
the Institute for Nonprofit News (an association 
founded in 2009 with just 27 members), more 
than 100 were created between 2007 and 
2017.319 In France, the Le Monde Afrique 
website, launched in 2015 by the daily 
newspaper Le Monde, has received financial 
support from the Bill & Melinda Gates 
Foundation. Overall, philanthropy is becoming 
a very large part of the revenue streams of a 
growing number of news companies. In a series 
of articles published in the Columbia 
Journalism Review, David Westphal defines 
philanthropy as “journalism’s new patrons.”320 

Concurrently, during the last decade, 
we have also observed an increasing tendency 
of out-of-market billionaires to acquire media 
outlets, often at a very low cost but with even 
lower profit expectations. Jeff Bezos (Amazon) 
and The Washington Post, Patrick Soon-Shiong 
(a biotech billionaire entrepreneur) and The Los 
Angeles Times, Marc Benioff (Salesforce) and 
the Time magazine are but a few examples of 
this new “taste” of tech entrepreneurs with deep 
pockets for the media industry. While these 
new media moguls publicly claim that they are 
acting as philanthropists, it is more accurate to 
call them “new media patrons.” The 
development of this patronage model is far 
from specific to the US, as is apparent from the 
recent entry of telecommunications billionaires 
on the French media market (e.g., Xavier Niel 
and Le Monde; Patrick Drahi and Libération, 
BFMTV, RMC, etc.), and most recently of the 
Czech billionaire Kretinski (who made a 
fortune in the energy sector, and is now buying 
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https://www.theguardian.com/media/2018/nov/05/guard
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319 Birnbauer (2018). 
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shares in Le Monde and other media outlets). 
Furthermore, this model has a historical 
precedent. In the 19th century, before the 
appearance of the penny papers and the 
development of mass media, “out of their own 
funds, wealthy political leaders sometimes 
provided start-up capital for newspapers.”321 
The main difference with today’s situation is 
that while historically the patronage was 
political inasmuch as these newspapers were 
endorsing political parties, nowadays, a large 
share of the new media moguls seem to care 
much less about politics (ensuring that a 
Republican or a Democrat candidate is elected) 
but much more about regulation. Or, more 
precisely, about the assurance of the absence of 
regulation (in particular in the case of the e-
commerce and of the telecommunication 
sector). 

It is important to distinguish between 
philanthropic funding (via charitable 
donations) of the media on the one hand, and 
the patronage model on the other. The 
philanthropic model consists of creating 
nonprofit news organizations that are then 
funded via charitable donations. The patronage 
model, while it also claims to be philanthropic 
in spirit (in particular in view of the low 
profitability of the sector), consists in buying 
and controlling news media organizations, 
keeping them as for-profit entities. But in the 
end, these two models pose similar problems 
regarding journalists’ independence and the 
disproportionate weight given to the preference 
of the wealthy. While philanthropy may offer 
one resource with the potential to fund the 
production of high-quality journalism, media 
outlets must resist potential hidden agendas. 
This is not specific to the media, and the risks 

321 Hamilton (2004) similarly highlights that, before the 
emergence of nonpartisan reporting as a commercial 
product in the American newspaper markets in the 
1870s, the type and amount of information provided 
depended on the value of the readers as that derived 
from political patronage. 
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of philanthropist funding have already been 
highlighted in the context of the funding of 
education, with questions about the power of 
donors to set research agendas. As highlighted 
by Reich (2018), we must consider 
philanthropy “as an act with political 
dimensions, in the sense that philanthropy can 
be an expression of political power. … Wealthy 
elites can pose problems for democratic 
politics, even—and perhaps especially—when 
elites direct their wealth toward the public 
sphere” (p.64). 

Both the philanthropic and the 
patronage model raise the same issue: Power 
resides where the money is. The media have all 
too often served as toys for billionaires in 
search of influence. From this point of view, 
there is no difference between private 
ownership of for-profit entities and the funding 
of foundations. Most often, donors indeed 
retain control over the governance and the 
purpose of the foundation, and in particular 
over how the funds are spent. If—to take only 
one example that shows how complex the 
situation is, since absent this external funding 
the newspaper would have cut off its 
newsroom—being owned by the founder of 
Amazon raised an independence issue and 
auto-censorship risk for journalists working at 
the Washington Post, who may for example 
less easily cover issues linked to e-commerce, 
what is the difference between being owned 
directly by Jeff Bezos (as is the case today) or 
being funded on a daily basis by a hypothetical 
“Bezos Foundation for the Media” created, 
funded, and governed by the same Bezos? This 
answer is simple: There is no difference. 

The limits of the foundation model for 
the media have been well described. Benson 
(2016) has documented that “foundation 
donations are not ‘free’ but rather constitute a 
redirection of public resources … to 
nontransparent and unaccountable foundations 
that have assumed media policy 

responsibilities.” Moreover, foundations prefer 
funding specific projects rather than general 
operations, which creates the possibility of 
conflicts of interest. Obviously, founders will 
always claim that they never impose changes to 
the content of the investigations they have 
funded—and it may well be the case—but do 
we really expect media outlets to apply for 
funding to investigate the funders? 

Underlining the limits of the foundation 
model does not mean, however, that we do not 
need nonprofit journalism. On the contrary. 
The central question is not one of the corporate 
form of the news organization (for-profit or 
not-for-profit) but the one of its governance. A 
number of interesting initiatives have emerged 
in recent years, such as the Civil Media 
Company in 2018, a startup that aims to use 
blockchain technology and crypto-economics 
(more precisely a cryptocurrency based on the 
Ethereum blockchain) to start hundreds of 
publications in the United States. 

Regarding the donation model, note in 
conclusion that a growing number of donations 
are made today by the digital platforms 
themselves. Google’s “Digital News 
Initiative,” for example—initially launched for 
three years in 2015 with a $150 million fund 
and relaunched in 2018 with $300 million to be 
spent over the next three years—can be 
considered as a foundation-like initiative to 
support the media. Similarly, the Facebook 
“Journalism Project” aims at helping local 
news outlets make use of social media. Another 
example is the Google News Lab, whose 
catchphrase is as follows: “We collaborate with 
journalists and entrepreneurs to help build the 
future of media.” While it is now clear that 
digital platforms should contribute to the 
funding of journalism (given they are 
weakening the economic fundamentals of high-
quality news production, and they are making 
money out of it)—an issue we will come back 
to in the solution part of this report—it is 
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unclear they should do so as if they were 
benevolent donors. Because they are not. 
Furthermore, they should not be free to choose 
which media outlets to help or not. 

B. The Newsrooms Collaboration: An 
Alternative Path for Non-profit 
Journalism 
While we have just highlighted the pros and 
cons of the donation model for the future of the 
news media, it is interesting to focus on a new 
form of nonprofit news organizations, the 
consortiums of journalisms. The most famous 
is the International Consortium for 
Investigative Journalists, a global network of 
more than 190 investigative journalists in more 
than 65 countries around the world, which 
recently exposed the Panama Papers and the 
Paradise Papers. 

More generally, collaborative 
journalism is growing all around the world. 
Collaborative journalism is defined by the 
Center for the Cooperative Media as “the 
practice of executing journalistic endeavors 
using a cross-entity approach.” Already in 
2014, the Pew Research Center noted these 
collaborations defined “a new era of 
interest.”322 The website Medium recently 
listed the best collaborative journalism projects 
of 2018, among them the BBC Local News 
Partnership, which gathers together 843 
newsrooms within 90 news organizations in the 
UK sharing local content.323 In a recent report, 
the Center for Cooperative Media of Montclair 
State University identifies six models of 
collaborative journalism: (i) temporary and 
separate, (ii) temporary and co-creating, (iii) 
temporary and integrated, (iv) ongoing and 
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separate, (v) ongoing and co-creating, and (vi) 
and ongoing and integrated.324 

What are the advantages of 
collaborative journalism? The very first one is 
economically driven. As highlighted above, the 
media incentives to produce original news are 
negatively affected nowadays by extensive 
copying. Collaborative journalism and 
consortiums of journalists can be an interesting 
solution for media outlets to reduce the fixed 
costs associated with costly investigative 
journalism by sharing them. (In a sense, this is 
the exact same logic as the one behind the 
Associated Press at the time of the creation of 
this nonprofit cooperative.) 

Furthermore, investigative journalism 
increasingly relies on the use of big data, which 
necessitates costly—and sometimes 
complicated to use—data-driven technology. 
The Panama Papers investigation, based on a 
2.6 terabyte trove of data, would not have been 
possible without these new technologies such 
as automation, algorithms, OCR, etc. Here 
again, it is much easier for journalists to 
collaborate across newsrooms. Note, however, 
that the Panama Papers leaks also would not 
have been possible without journalists. They 
involved more than 100 media partners and 
several hundred journalists. Similarly, for the 
Paradise Papers investigation, with its files 
including far more information about US 
citizens, the ICIJ collaborated with more than 
380 journalists working on six continents in 30 
languages. 

Finally, at a time when there is a 
growing threat to journalistic independence 
and press freedom, in particular due to recent 
changes in media ownership, collaborative 
journalism can be seen as a way to avoid 

324 https://centerforcooperativemedia.org/center-
cooperative-media-identifies-6-models-collaborative-
journalism-revolution-media/ 
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censorship. The example of the Panama Papers 
is particularly relevant from this point of view. 
Given that tens of newsrooms in many different 
countries were involved, it was impossible for 
each country to censor some of the findings. 

Obviously, all these advantages do not 
imply that collaborative journalism is the sole 
solution to the media crisis. There are some 
downsides to the consortiums of journalists. As 
highlighted by the Pew Research Center 
(2014), “things can easily go wrong.” The 
report gives the example of a Knight-funded 
grant series to pilot eight collaborations 
between news outlets that had only one active 
participant when the seed money ran out. But 
overall, it seems necessary in the future to 
provide more funding to these initiatives that 
allow the production of investigative 
journalism. 

C. The Subscription Model 
Despite the observed drop in advertising 
revenues in recent years, the core business 
model for effective financing of publishers’ 
websites is still through advertising. 
Advertising is indeed the largest contributor to 
publishers’ online revenues. Even if pay 
models are becoming an important part of the 
business of digital news nowadays, in most 
countries there is still only a minority of news 
lovers who pay for online news.325 

However, it is interesting to highlight 
that a number of recent and successful media 
outlets have made the choice to rely only on 
subscriptions. One of the best illustrations of 
such a successful strategy is the French pure 
online publication Mediapart. This publication, 
specialized in investigative journalism, was 
created in 2008 with a hard paywall model. It 
has in recent years played a key role in 
uncovering several corruption scandals 
involving politicians of both the left and right. 
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At the end of 2012, for example, Mediapart 
revealed that the French budget minister 
evaded paying tax in France on sums deposited 
in undeclared Swiss bank accounts. Following 
Mediapart’s allegations, a legal investigation 
was opened into the tax fraud accusations, and 
Jérôme Cahuzac resigned before being charged 
with tax fraud. As of today, Mediapart has 
more than 140,000 subscribers providing 
revenue of €13.7 million (in 2017). With its 
4,700,000 unique visitors per month and 85 
staff members, the publication is highly 
profitable (and has been making a profit for 
seven years now). 

As of today, Mediapart can be 
considered a model for the whole news 
industry. Why does the subscription model 
seem to be an interesting path to follow for the 
future of the news? First, because the collapse 
of advertising revenues for newspapers is not 
new. Even in the United States, where 
advertising is king, newspaper ad revenues 
have been declining as a percentage of GDP 
since 1956—and will continue to do so in the 
future.326 Hence publishers need to find 
alternative sources of revenues. As we have 
seen above, in today’s online world, publishers 
are competing with a duopoly online 
(Facebook and Google) and they are no longer 
competitive, in particular regarding targeted 
online advertising. 

Second, media outlets such are 
Mediapart that are behind a paywall are much 
less dependent on the digital platforms 
regarding their traffic. Given the subscription 
model, their traffic is indeed mostly direct 
(while we saw before that the vast majority of 
consumers now prefer to get to news through a 
side door). This lower reliance on platforms 
implies that when Facebook decides to modify 
its algorithm—as it did for example in the 
summer 2018—a medium such as Mediapart, 

326 Cagé (2015). 



 
 

172 
 

contrary to the majority of the French media, 
was barely affected. 

Other innovative business models in 
recent years include the one of The 
Correspondent, which is entirely member-
funded. Originally launched in 2013 as a Dutch 
news website funded through a successful 
crowdfunding campaign, The Correspondent 
just terminated a successful US$2.5 million 
campaign to launch an English-language 
“unbreaking news” platform in the summer of 
2019. 

D. Rating the Sources: The Solution to 
the Spread of Disinformation? 
In the vast majority of Western democracies 
nowadays, a challenge is to fight against the 
spread of disinformation. The market has 
developed a number of solutions. 

One of them is NewsGuard, a browser 
extension that labels news sources with either a 
green (for trustworthy) or red (for unreliable) 
icon. NewsGuard was founded in 2018 and 
financed by the Knight Foundation and 
Publicis (among others). In 2019, it has 
expanded its partnership with Microsoft and is 
now accessible to users of Microsoft Edge 
mobile apps on iOS and Android. The 
company—with a team of roughly 50 
journalists—rates more than 2,000 websites.327 
(Similar initiatives in the US include Snopes 
and PolitiFact.) 

In the same spirit, the French daily 
newspaper Le Monde has recently developed 
Décodex, a database of around 1,000 websites 
compiled by Le Monde’s Décodeurs project in 
the course of their fact-checking. The Décodex 
divides websites into four categories: (i) 
satirical websites, (ii) websites that have 
published a significant amount of false 
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information, (iii) websites whose approach to 
verification is questionable, and (iv) news 
websites. 

The main downside of a database like 
Décodex is its reliability. Obviously, Le 
Monde’s Décodeurs project can be considered 
trustworthy, and Le Monde’s journalists are 
recognized worldwide as high-quality 
independent journalists. But other initiatives in 
other countries can be less reliable. And more 
importantly, a number of these initiatives may 
have a hard time convincing citizens that they 
are actually reliable. Breitbart, for instance, 
calls NewsGuard “media blacklisters” that 
“[promote] fake news.”328  

An open question remains: Who is 
going to investigate the reliability of the 
newsroom in charge of rating the other 
newsrooms? From this point of view, an 
initiative that may be more attractive than 
NewsGuard or Décodex is CrossCheck: French 
media outlets—from the Agence France Press 
to BuzzFeed through Libération and Le 
Monde— decided to team up on a fact-
checking initiative. In other words, this 
initiative combines both collaborative 
journalism and the rating of sources. 

E. Summary 
News organizations around the world have 
shown different degrees of success in adjusting 
to the new realities of the digital world. While 
some news outlets or media groups were able 
to gradually transform their businesses into the 
digital era by investing in online businesses, 
most news outlets in the developed world had 
to aggressively cut the number of journalists. 
We surveyed a number of market responses of 
news organizations and entrepreneurial 
journalists to the new reality of the digital age. 

328 Nolte (2019). 
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Chief among these responses is the surge in 
philanthropy-funded journalism. As noted in 
the section, this form of funding has created 
many successful initiatives, famous among 
them ProPublica in the US. 
Yet philanthropic-funded journalism can 
present the same problems that corporate 
control of news media presented in the past. 
Philanthropists may be benevolent players in 
the news ecosystem, but they may have their 
own agenda and limited interests. In most 
countries very wealthy individuals or 
billionaires would be wary or reluctant to 
finance or be involved in news outlets that pick 
fights with powerful politicians or business 
groups. A philanthropy-funded news 
ecosystem can result in a public discourse and 
media agenda that is in line with the point of 
view of a handful of billionaires.  

The subscriber model that is proving 
itself for large established news outlets like the 
New York Times, Wall Street Journal, or 
Financial Times and new digital native 
initiatives like MediaPart in France offers hope 
for quality news outlets that have a very distinct 
brand reputation in their market. But this model 
will be a partial solution for most countries. 
News outlets that were able to get significant 
subscribers revenues to support large 
newsrooms are usually the top national or 
global outlets that target very large audiences. 
The smaller the audience and the more local the 
reporting, the lower is  the likelihood of a 
subscriber model achieving much success. 

Recommendations 

As this report acknowledges in different 
sections, democratic journalism has always 
been in “crisis.” Nonetheless, the rise of digital 
platforms and the subsequent disintermediation 
of the relationship between publishers and 

                                                 
329 See Cairncross (2019).  

users raises some important issues for the 
future of newsrooms. The question remains of 
what, if anything, can be done to directly 
address the platforms’ control of the 
relationship between publishers and readers (a 
form of bottleneck power). 

Digital platforms’ bottleneck power 
manifests in their ability to use monopsony 
power to pay news outlets less than the 
competitive price for the news.329 The 
previously described changes in news 
consumption patterns means that news outlets 
became increasingly dependent on online 
platforms to access readers, also becoming 
more dependent on the platforms to tap ever 
scarcer advertising revenue. This increased 
platforms’ economic power: Not only do they 
carry news for free, with the only compensation 
for sharing snippets and other reports being the 
increased traffic and attention diverted to news 
outlets’ websites. They also squeeze online 
advertising margins through their control over 
this associated ecosystem. To make matters 
worse, the dependency is one-sided: while 
platforms like Google and Facebook control ad 
exchanges and account for the lion’s share of 
traffic to most newspapers, the opposite is not 
true: Facebook reports that only 4 percent of its 
News Feed posts are news. This further 
weakens newspapers' bargaining power, as 
well exemplified by the examples of Germany 
and Spain, where platforms simply stopped 
carrying news after changes in copyright laws 
required them to pay for news reports. The 
significant drop in traffic to most newsrooms 
was such that they were soon acquiescing to the 
older free-carrying terms in order to stay afloat. 
Another version of this power is the platforms’ 
ability to maintain as proprietary most user data 
associated with news consumption—in 
particular when it is done through the 
platforms’ API instead of on publishers’ 
websites (a process that should rise as 
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aggregators such as Apple News increases in 
importance).  

Countries are struggling to develop 
tools that can effectively address this 
bottleneck power, which mostly reflects 
platforms’ tight controls over their 
ecosystem—a process that may benefit users. 
Europe’s revamped copyright laws hope to 
force platforms to the bargaining table by 
granting publishers more control over how 
their products are shared. While these efforts 
are laudable, this report is based on the view 
that the golden era of advertising-funded 
journalism never existed, such that attempts to 
return this glorious past seem  misguided. That 
is why we defend a series of mechanisms to 
help newsrooms survive in a new technological 
environment: from alternative vouchers to fund 
the news media to a series of news monitoring 
obligations that should ameliorate the 
platforms’ bottleneck power by providing more 
transparency about their actions. Nonetheless, 
if digital platforms continue to control the 
interaction between newsrooms and users, a 
regulator should be empowered to take stronger 
action to reign in platform power and ensure 
that citizens can continue to access relevant 
news.  

This system would be structured as part 
of the quid pro quo bargain that shields 
platforms from liability in exchange for more 
responsive and public-oriented companies. We 
endorse some of the suggestions of the 
Cairncross report—an independent report 
published in February 2019 that offers an 
overview of the challenges facing high-quality 
journalism in the UK—to require platforms to 
voluntarily adopt a code of conduct in which 
they clearly state the basis of their relationship 
with publishers. We would go further, 
recommending that such a code of conduct 
include not only economic terms (whether 
news outlets are rewarded for snippet sharing, 
                                                 
330 McChesney & Nichols (2010): 310. 

etc.), but also a description of what types of 
user data the platforms will share with 
publishers and what efforts platforms are 
taking to distribute meaningful and relevant 
journalism within their ecosystems. This 
transparency should level the playing field and 
allow for competition between publishers to 
reach the audience. Access to data is 
particularly important, as it will help publishers 
establish more meaningful independent 
subscriber relationships . More data allows for 
better personalization in general, which will be 
reflected not only in better ads but, most 
importantly, in a publisher that is more 
responsive to the demands of its subscribers. 
Publishers may, for example, personalize 
digital editions to reflect the preferences of 
their readers—a process similar to what 
services like Apple News promise to do. It may 
also boost newsroom collaboration efforts, 
equally benefiting publishers.  

Public Funding of News 

Public support of journalism is not a novel 
concept. In the US, public funding of the press 
was common in the nineteenth century in the 
form of postal and printing subsidies given to 
publishers to print and distribute newspapers, 
which were estimated to be around 0.21 percent 
of the US GDP between 1840 and 1844 
(equivalent to $43 billion as 0.2 percent of 2018 
US GDP).330 As the figure below makes clear, 
in most developed countries, the government 
financially supports the media one way or 
another, while the US is an outlier.  
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Per capita public funding of public media in US 
dollars. Source: Benson and Powers (2011), 
estimates from 2007 to 2009. 

In the US and elsewhere, a growing 
number of researchers are advocating increased 
public funding.331 Most recently, the 
Cairncross Review recommends first direct 
funding for local public-interest news outlets, 
and second the launch of a new innovation 
fund. A salient argument in opposition to such 
public funding is the threat to editorial 
independence. In this section, we propose a 
“private media voucher” system—funded with 
public money—to remedy some of the biases 
that increased public funding of media may 
induce. We first present our proposal, describe 
its advantages and shortcomings, and then 
discuss why we do think that the media voucher 
system is better not only than the status quo, but 
also than other propositions than have been 
made recently to guarantee a sustainable future 
for journalism. 

A. Existing Subsidies Schemes 
There are plenty of examples around the world 
of government support of the media. While 
American subsidies to both the press and 
audiovisual media (e.g., the postal subsidy) are 
low and have fallen sharply over the past few 
decades, the US was historically the very first 
country to introduce subsidies to the press. 

                                                 
331 McChesney & Nichols (2010); McChesney & 
Pickard (2011); Bollinger (2010). 
332 Cagé (2015). 

The most commonly used subsidy 
scheme today is the reduced value-added tax 
(VAT). In most European countries, 
newspapers indeed benefit from a reduced 
VAT (although a challenge in many countries 
remains the extension of the reduced VAT to 
digital publications). Although it is widely 
believed that UK newspapers are not 
subsidized by the government, they in fact pay 
zero VAT, which amounts to an effective 
subsidy of several million pounds each year. 
Furthermore, a number of European countries 
have also introduced both indirect and direct 
subsidies to newspapers. Subsidies can be 
either neutral or discriminatory. Sweden, for 
example, offers both an operating subsidy and 
a distribution subsidy; Norway subsidizes the 
newspaper that is second in circulation in each 
local market, the smallest paper in certain 
isolated regions, as well as a national paper that 
offers dissident and controversial political 
views; while France offers delivery subsidies 
and pluralism subsidies, as well as 
modernization subsidies.332 

Even in countries where press subsidies 
are relatively low—as in the UK—the state 
intervenes in the media through subsidies to the 
audiovisual sector. The funding of public 
broadcasting can take different forms, e.g., 
license fees, income tax charges, parliamentary 
grants, etc., depending on the countries. 

In late 2018, Canada’s federal 
government introduced a tax package worth 
CAN$595 million, rolled out over five years, in 
support of journalism.333 It includes (i) a 
temporary, non-refundable tax credit that will 
allow subscribers to claim 15 percent of the 
cost of subscriptions of eligible digital news 
media; (ii) a new category of “qualified” donor 
for nonprofit journalism; and (iii) a refundable 
tax credit for qualifying news organizations 

333 https://www.niemanlab.org/2018/11/canada-
introduces-a-595-million-package-in-support-of-
journalism/ 
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that “produce a wide variety of news and 
information of interest to Canadians.” 

At the local level in the US, in July 
2018, the state of New Jersey decided to give 
$5 million in funding for innovative projects to 
improve local news in the state.334 The public 
funding will go through the New Jersey Civic 
Information Consortium, a nonprofit news 
incubator. 

Notwithstanding this growing interest 
for government subsidies to the media, we 
think that there are good reasons why there is 
little public aid for the press in the US as of 
today. Public funding of news can indeed 
threaten media editorial independence. We 
accept this criticism. Given that we have 
documented in this report that media are in 
need of new financial resources, we propose an 
innovative model: publicly funded media 
vouchers that are privately allocated. 

B. Our Proposal: Media Vouchers 
Our proposal to provide public funding for the 
news media can be summarized as follows: We 
propose to give each adult a media voucher 
worth a certain value—$50 in our favorite 
proposal—per year from the US Treasury, to 
donate to her favored media outlet(s).335 This 
proposal is in the spirit of the “vouchers for 
equal democracy” proposed by Cagé (2018) (a 
€7 voucher given each year to each citizen to 
fund the political party of her choice), as well 
as the “democracy vouchers” advocated by 
Lessig (2015) (with a specific focus on 
elections) and implemented in Seattle for local 
elections (we discuss below the lessons from 
the Seattle experience). 

This system would work as follows. 
Every year, when filling her tax returns, each 

                                                 
334 https://www.niemanlab.org/2018/07/water-in-a-
news-desert-new-jersey-is-spending-5-million-to-fund-
innovation-in-local-news/ 

citizen indicates to the tax administration the 
media outlet(s) to which she wants to allocate 
her media voucher. The vouchers can be split 
in up to 10 different $5 vouchers. Technically, 
to preserve anonymity, this should work like 
electronic voting: each citizen is provided with 
a token and the allocation choices should not be 
linked to the addresses of the token holders 
(there exist many protocols of anonymous 
voting on blockchain-based networks that 
could be used). Resale of the media vouchers 
will be forbidden by law. 

1. Which media outlets could 
benefit from the media 
vouchers?  

We want to guarantee that the list of media 
outlets eligible to receive voucher funding is as 
extensive as possible, so as to be sure there is 
no threat regarding media independence, and 
that the vouchers are used to fund the 
production of information (and not of 
entertainment, for example). We also want to 
guarantee a high degree of pluralism. 

To guarantee that these public subsidies 
actually subsidize the production of 
information—and in particular the production 
of high-quality information—we impose a 
small number of conditions. To benefit from 
the media vouchers, the media outlets have to: 
- Hire at least one journalist. This will in 
practice exclude from the benefit of the media 
vouchers all aggregators that do not produce 
any original content. While this threshold may 
seem too low, we have chosen it on purpose, 
following the criticisms faced by the Canadian 
subsidy model described above. To qualify for 
the subsidies in the Canadian model, media 
have indeed to “employ more than two 

335 We propose here a $50 voucher to keep the total cost 
reasonable. As we have highlighted in this report, high-
quality information is a public good, and this public 
good suffers from critical underfunding. 
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journalists as employees.” This excludes small 
news startups.336 We think that small startups 
should not be excluded; this is all the more 
important given that a key priority should be to 
fund local journalism; at the city or even the 
county level in the US, media outlets have very 
small newsrooms. 
- Mostly produce general-interest news. 
In the majority of the countries where public 
subsidies exist, there are some conditions 
associated with who can benefit from them. In 
France, for instance, to qualify for the majority 
of the subsidies, media outlets should obtain 
the “Information politique et générale” label. 
Our approach to “general-interest news” is 
rather large here; the media vouchers could, for 
example, be used to fund media outlets that 
specifically focus on a given topic, e.g., the 
economy or the environment. Moreover, 
importantly, we do not condition the format of 
this news (it can be print, but also audiovisual, 
etc.). What is important is that general-interest 
news is actually produced; we think that it may 
be a good thing to have various production 
formats. We simply want to guarantee that the 
vouchers are not used to mostly finance the 
production of non-news content. 
- Be transparent. The modern media 
industry suffers from a lack of transparency. 
This lack of transparency—in particular 
regarding ownership—partly explains the very 
low trust in the media (which we observe not 
only in the US but also all over the world). 
Hence for the media outlets to be able to benefit 
from the media vouchers, they will have to 
annually publish online (as well as in their print 
version, for the newspapers) the following 
information: (i) the detailed list of their owners, 
for each shareholder with more than 1 percent 
of the capital shares; (ii) for each of these 
owners, their main source of revenues (to avoid 

                                                 
336 https://www.niemanlab.org/2019/03/instead-of-
helping-canadian-news-startups-a-new-government-
subsidy-will-only-prop-up-failed-models/ 

conflicts of interest). Moreover, they will also 
have to publish their annual balance sheet. 
Finally, they will have to make public their 
articles of association, with detailed 
information regarding the governance 
structure. We think that introducing such 
transparency is important; this condition is 
along the lines of the public funding of political 
parties. In Italy, for example, to benefit from 
the “due per mille” system, political parties 
have to publish their accounts, their status and 
the list of their donors. 
 - Be ethical. Finally, while the media 
outlets meeting the previous criteria will be 
eligible for media voucher funding 
independently of their political bias or the tone 
of their coverage, we think it is nonetheless 
important to introduce an ethical code created 
by news media stakeholders. The idea behind 
such a code is simply to avoid the public 
funding of disinformation and other harmful 
content. Compliance with the code will be 
assessed on an annual basis and the media 
outlet will have due process and a chance to 
appeal any adjudication of violation. If a media 
outlet loses its media vouchers status in a given 
year, it will nonetheless be considered again the 
following year (so as to avoid the creation of an 
opposition from a number of media outlets, 
which could use their “victimization” status). 

Finally, an independent body—which 
we could call, for example, the Independent 
News Monitor—will be in charge of validating 
on an annual basis the exact list of the media 
outlets that meet these criteria and 
administering the ethical code. Key is the 
independence of this body; we believe that it 
should include representatives of journalists 
and of media owners, as well as scholars. These 
members should be named for a four-year 
nonrenewable term. (This will be, for example, 
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in the spirit of the aforementioned Cairncross 
Review’s proposal to create a new Institute for 
Public Interest News.) 

Obviously, other conditions could be in 
principle introduced, for example, that to 
qualify for the media vouchers, a media outlet 
may not rely for more than a certain share of its 
revenues on advertising revenues. We leave 
this dimension for discussion, but we believe 
nonetheless that the lower the number of 
conditions, the better. 

2. A focus on local media outlets 

In the baseline version of our proposal, all 
media outlets, as long as they satisfy the 
previously listed conditions, could be eligible 
for media voucher funding. We are well aware, 
however, that local media are currently 
struggling much more than national media. 
While a number of national outlets have 
recovered their audience in recent years—in 
particular newspapers through the rise in digital 
subscriptions—and while they still rely on 
advertising revenues (even if declining), the 
business model for local news is gone. In print 
media, the traditional economic model of a 
local newspaper was to bundle diverse types of 
content, such as local news, national news, 
classified ads, etc., into a single product to sell 
to consumers.337 But digital platforms have 
weakened this approach. Classified ads have 
moved to specialized online outlets (e.g., 
craigslist.com or monster.com), and soft news 
about local communities is now provided free 
of charge on social networks such as Facebook. 
Similarly, national and international news is 
now provided almost exclusively by a few of 
the largest news outlets. 

According to a study released in 2018 
by the University of North Carolina’s School of 
Media and Journalism,338 more than one in five 
                                                 
337 See Angelucci, Cagé & Sinkinson (2017). 
338 https://www.usnewsdeserts.com/reports/expanding-
news-desert/ 

local papers has closed in the US over the past 
decade and a half. Almost 200 counties in the 
US have no newspaper at all. Importantly, as 
highlighted in the study, “the people with the 
least access to local news are often the most 
vulnerable—the poorest, least educated and 
most isolated.” In a recent conversation (May 
2019), New York Times executive editor Dean 
Baquet said, “The greatest crisis in American 
journalism is the death of local news.”339 

Hence, we think that financial support 
is of particular urgency for local media. We 
thus propose the alternative allocation 
mechanism: to favor the funding of local 
journalism, citizens should allocate at least half 
of their vouchers—and can allocate up to 100 
percent—to fund local media outlets. 

3. What happens if a citizen 
decides not to allocate her voucher? 

Obviously, it may happen—even if allocating 
the media vouchers costs citizens nothing—
that a significant fraction of taxpayers decide 
not to allocate their vouchers (similarly to what 
happens, for example, with the “presidential 
fund” in the US: most people do not check the 
box). Given that we believe it is important that 
there is a high enough amount of public 
funding devoted to the production of high-
quality news each year, we think that the 
vouchers should nonetheless be allocated in 
this case. 

Hence, we propose the following rule: 
in case a citizen does not choose a media outlet 
to which to allocate her voucher, then her 
voucher will be allocated as a function of the 
allocation of the other vouchers. We think this 
is the best allocation rule: it relies on the 
preferences expressed by the citizens and 
avoids any government intervention. 

339 https://www.inma.org/blogs/world-
congress/post.cfm/trump-vs-new-york-times-the-
executive-editor-s-perspective 
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An alternative allocation rule, to favor 
the production of local news, would be to 
allocate these vouchers as a function of the 
allocation of the other vouchers but only 
among the local media outlets (in the spirit of 
the scheme described above). 

4. How can concentration be 
avoided?  

A possible caveat of our scheme is that it could 
potentially lead to the allocation of the large 
majority of the media vouchers to a small 
number of media outlets, in particular to the 
best known outlets at the time of the scheme’s 
implementation, while these outlets may not be 
the ones most in need of public funding, and 
while we want to favor competition. To avoid 
such hyperconcentration and guarantee 
pluralism, we introduce the following 
threshold: a given media outlet cannot receive 
more than 1 percent of the total number of 
media vouchers. In the US, which includes 
around 260 million adults, no media outlet 
would be allowed to receive more than 2,6 
million vouchers (i.e., $130 million). 
What will happen in the event of an “over-
allocation”, i.e., when more than 1 percent of 
the adult population decides to 
(simultaneously) allocate its media vouchers to 
the same outlet? Then, in this case, we follow 
the same rule as the one described above in the 
case of non-allocation: the media vouchers are 
allocated as a function of the allocation of the 
other vouchers, but only among the media 
outlets that are below the 1 percent threshold. 
(Obviously, we can discuss the “optimal” 
threshold; 1 percent may be too high, and a 0.5 
percent threshold may be seen as preferable. 
We may need a higher threshold especially for 
smaller countries.) 

Note also that, as we highlighted above, 
we allow the citizens to split their vouchers; 
while the face value of one voucher is $50, if 
they wish to, they can split it into up to ten 

different $5 vouchers. This should stimulate 
pluralism, as well as buttress the scheme where 
at least half of the voucher has to be allocated 
to fund local media (see above). 

5. Will the vouchers make a 
difference? 

Note that while we want to make sure that the 
vouchers won’t be concentrated among a small 
number of successful outlets, we nonetheless 
also want to assure that the vouchers will be an 
efficient tool that will allow existing or new 
news outlets to produce high-quality 
information that citizens can consume. 

The $50 media vouchers will guarantee 
that this is indeed the case. Take the “extreme” 
example of a large and successful newspaper, 
the New York Times. Given that a single media 
outlet cannot receive more than 1 percent of all 
the vouchers, the maximum amount that could 
be received by the newspaper is equal to $130 
million. The typical New York Times reporter’s 
annual salary is around $110K (which involves 
a full cost of around $130K for the newspaper). 
Hence $130 million corresponds to around 
1,000 reporters, a number that has to be 
compared to the 1,450 journalists who work as 
of today for the newspaper. The $130 million 
figure also corresponds to less than a third of 
the total spending on wages and benefits of the 
company. Hence, even for a large, profitable 
media outlet such as the New York Times 
($112.4 million in operating profits in 2018), 
the media vouchers could make a difference. 

A. Why do we advocate media 
vouchers? 

We believe that media vouchers are the best 
scheme that could be implemented in the future 
to provide funding for themedia. They present 
a number of important advantages compared to 
existing schemes. In this section, we will argue 
that they are better not only than the status quo, 
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but also than other proposals that have been 
made to sustain journalism in the future. 

1. Media vouchers and the 
status quo 

The status quo obviously varies from one 
country to the other. We have highlighted 
above the existing public subsidy schemes. 
These schemes are relatively important for 
existing print media in European countries such 
as the Nordic countries and France, while they 
are nearly nonexistent in the UK. The UK 
government nonetheless spends a great deal of 
public money to fund the BBC each year. 

From a direct public funding point of 
view, the status quo in the US is almost the 
complete absence of funding. However, public 
money is invested indirectly in the media 
through tax deductions associated with 
philanthropy (see below). In the first part of this 
report, we have highlighted the gradual 
decimation of the business model that enabled 
many news outlets to produce investigative 
journalism for decades. If one believes—and 
we believe—that the journalism crisis raises 
growing threats to democratic values and 
institutions, then we need to confront the status 
quo. In a word, we need to find alternative 
resources for journalism. 

One could argue that in this case, it will 
be enough in European countries that already 
subsidize their media to increase the existing 
amount of public funding (while preserving the 
existing schemes). We think that we can do 
better. The main advantage of our public 
funding (media vouchers) scheme over existing 
ones is that it offers a solution to the threat 
usually—and sometimes quite rightly— 
                                                 
340 Our media voucher scheme could potentially be 
extended to the aid flows donors direct to the media 
sector abroad (around $454 million per year of official 
development assistance), and in particular in sub-
Saharan Africa. While there are concerns regarding the 
way this support is allocated, an innovative scheme—

associated with public funding of news: With 
media vouchers, dependence on public funding 
won’t compromise the independence of the 
media. The state intervention will indeed be 
“neutral”: all media outlets will be treated 
equally, without distinction as to content or 
opinion. In other words, there will be increased 
public funding without application of 
government discretion. This advantage results 
from the fact that in our model the media 
vouchers are allocated by citizens themselves. 
Hence we believe that in countries that today 
provide direct subsidies to their media outlets, 
it will be preferable in the future to use the 
same amount of money but allocate it through 
media vouchers.340 

Some maintain that from this point of 
view tax relief does not compromise media 
independence. That is strictly right. But we 
think that vouchers are nonetheless preferable 
to tax relief for at least two reasons. First, tax 
relief disproportionately benefits large media 
and, depending on the tax relief scheme, large 
media that are profitable. Media vouchers, on 
the other hand, will help financially support not 
only large but also small media, from their 
emergence onward, and help ensure pluralism. 
Second, we believe that an additional 
advantage of vouchers is that they may help 
reconcile citizens with media. Media suffer 
from a lack of trust; part of the distrust comes 
from the fact that citizens doubt that media are 
independent, in particular because of their 
funding (either advertising revenues or 
ownership). Conversely, with media vouchers, 
citizens would be directly involved in media 
funding. They may obtain information on the 
ownership of each media outlet (given that 
outlets will have to publish the detailed list of 

which would reinforce media accountability with 
respect to citizens—would be to allocate these funds 
directly to the citizens in the form of vouchers, so that 
they could subscribe to or sustain the outlet(s) of their 
choice. 
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their owners—see above). They may decide to 
support the more independent outlets. This may 
help at least to partly reduce the confidence 
crisis and reconcile citizens with their media. 

In the US, while there is a shortage of 
direct public funding of the media, we have 
observed in recent years a rapid increase in 
philanthropic funding. Hence some argue in 
favor of the status quo and defend a reform that 
would facilitate and give more incentives to 
philanthropic funding of the media. One way 
to do so could be to increase the magnitude of 
already existing tax deductions attached to 
philanthropic donations (which include 
donations to nonprofit media). We have 
already highlighted above the shortcomings of 
philanthropic media funding: philanthropists 
may be benevolent players in the news 
ecosystem, but they may also have their own 
agenda and limited interests. 

Of course, we are not arguing against 
philanthropic funding. But rather than using 
even more public money to financially support 
wealthy individuals willing to finance the news 
ecosystem, we think it is preferable to spend 
additional public money to give to all 
citizens—rather than only the wealthiest—the 
resources to sustain financially the media 
outlets of their choice. The issue here is again 
the one of optimal allocation of resources. A 
handful of billionaires are no more legitimate 
than the state to allocate public resources to the 
media of their choice. To ensure pluralism and 
preserve media independence, we think it 
better to decentralize this allocation and leave 
it with all citizens through media vouchers.  

2. Media vouchers and 
alternative funding models 

Another alternative to reconcile citizens with 
media and to sustain the journalism industry—

                                                 
341 For example, in 2009, the French government gave 
teenagers a year's free newspaper subscription on their 

in particular in countries where information is 
not only underproduced but also 
underconsumed—would be for the government 
to offer to each citizen a free subscription to 
a media outlet.341 Compared to that alternative, 
our media vouchers proposal has at least two 
advantages. On the one hand, privacy is 
preserved (given anonymity, there will be no 
public information on who allocates vouchers 
to which media). Second, many media outlets 
offer free content and do not rely on a 
subscription model. These outlets would be de 
facto excluded from the benefit of the 
subscription alternative, while they could 
benefit from the vouchers (and we think they 
should). 

Obviously, one possibility could be to 
combine the voucher model with the free 
subscription one; hence, we could decide that 
when a citizen allocates her vouchers to a 
media outlet, if the outlet’s content is behind a 
paywall online or is a print medium to which 
one needs to subscribe, then she will 
automatically obtain a free subscription to this 
media. We think it would be interesting to also 
consider this dual model. 

Note also that we believe that the 
proposals made recently (e.g., in the Cairncross 
Review), as well the current philanthropic 
support of news, have been focused too much 
on “innovation.” We believe that even 
traditional journalism needs to be funded; the 
focus should be more on quality news, and less 
on the technical means used to deliver it. 

We also believe that there is no reason 
to focus exclusively on large investigations that 
require a great deal of resources. Obviously, we 
need such investigations but, in particular at the 
local level, there is also a shortage of day-to-
day journalism with deeply locally involved 

18th birthday. This experience was considered a 
success; however, it has not been renewed. 
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journalists, who sit through most often 
“boring” government meetings. 

We want to emphasize this need for 
day-to-day journalism. Local journalism is of 
particular importance in fighting corruption at 
the local level. Absent local journalism, 
important events such as council meetings and 
court hearings are not covered. At the local 
level, journalists are the only democratic 
watchdogs—while at the national level there 
are many more whistleblowers and social 
media are used as a way to propagate 
information. Furthermore, local journalism 
matters not only with respect to politics, but 
also daily life activities and quality of life more 
broadly. Historically, local reporters have been 
the one in charge to publish on the front page a 
plan to close a local swimming pool, a school 
or a library. Finally, more local news is also 
associated with higher voter turnout at local 
elections. 

Large prizes for investigative 
journalism can be an efficient mechanism to 
incentivize the production of the specific kind 
of journalism that democracy needs. They can 
be complementary to our proposal of increased 
public funding—but they are not enough. 
Media outlets are not suffering as of today from 
a lack of incentives to get a Pulitzer prize; they 
are suffering from a lack of resources to do 
journalism, and we observe journalists who at 
the time of receiving their Pulitzer are working 
as PR consultants, either because they have 
been laid off or because journalism’s level of 
pay has driven them out of their job.  

Box 8: Investigative Journalism and 
Prizes 
Relying solely on large prizes to promote 
investigative journalism creates the risk of 
creating a superstar media industry, where 
a few media firms with ample resources 
hog the limelight. Investigative journalism 
today has already become like a superstar 

industry: Until the start of 21st century, local 
newspapers were the regular winners of 
the Pulitzer Prize for Investigative 
Reporting. Since the 2000s (with the dawn 
of the the Internet age), the Pulitzers have 
been dominated by superstar newspapers 
like the New York Times. In other words, 
large prize based incentives cannot be a 
cure for one of the key aspects of the 
media crisis: death of local investigative 
journalism. 

 
Note finally that the $50 voucher level 
advocated here is not meant to be the only 
possible level. One could think of higher or 
lower levels. This is an issue that requires 
extensive deliberation and experimentation and 
that we do not plan to settle here.  

For the sake of comparison, the licence 
fee that is used to finance the BBC in the UK is 
currently equal to £155 per citizen/year. In 
France, the corresponding redevance 
audiovisuelle amount is €139. In Germany, the 
public TV licence fee is €210 per year (€17.5 
per month). 

However, as highlighted above, the 
main issue with European-style public media 
funding is that public subsides may open the 
door for manipulating journalists and inducing 
pro-government media bias. This threat to 
editorial independence may explain why the 
US has been reluctant in recent decades to 
publicly fund the media. Our proposal opens a 
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new path to supporting the media from the US 
Treasury without government discretion. 

3. Lessons from the Seattle 
voucher experience  

As noted above, the inspiration for the media 
vouchers proposal comes from both the 
“vouchers for equal democracy” proposed by 
Cagé (2018) and the “democracy vouchers” 
implemented in Seattle for local elections. 
Hence, it is of interest to draw the lessons from 
the Seattle experience. 

In January 2017, the city of Seattle 
implemented a “democracy vouchers” system 
to fund the local elections. In January 2018, all 
registered voters were mailed an envelope 
containing four $25 democracy vouchers that 
they could donate to local political candidates 
of their choice. These vouchers were taxpayer-
funded. To benefit from these vouchers, 
candidates had to agree to certain limits (with 
the maximum contribution to candidates set to 
$500; the initial goal of the vouchers was to get 
big money out of politics). 

Even if hard to evaluate scientifically, 
this experience is considered overall as a 
success. First, six candidates benefited from the 
vouchers and 46,000 vouchers (corresponding 
to around $1.1 million) were allocated. Second, 
the candidates who benefited from the 
vouchers were generally successful at ballot 
box. Finally, the vouchers shifted the donor 
pool in an egalitarian direction relative to the 
pool of cash donors.342 In particular, Brian J. 
McCabe and co-authors documented an 
increase in involvement by underrepresented 
groups. This increase is of particular 
importance for us here. Indeed, the objective of 
our media vouchers is not only to bring 

                                                 

342 See in particular McCabe (2017) and McCabe & 
Heerwig (2018). 

necessary resources to the media, but also to 
rebuild confidence between citizens and media, 
and to incentivize people to consume more 
information. This is particularly important for 
those who tend not to consume much 
information. 

4. The limits of media vouchers 

Of course, media vouchers alone are not going 
to solve the journalism crisis entirely. In 
particular, while they bring a solution on the 
production side, they would have little direct 
impact on the consumption side. In other 
words, while media vouchers will lead to the 
production of more high-quality information, 
we cannot ensure that it will be consumed. 
Nonetheless, the voucher allocation may lead 
to an increase in  news consumption. Having to 
choose on an annual basis which media outlets 
they want to allocate their media vouchers to 
may indeed raise citizens’ interest in news. The 
vouchers may also help reconcile citizens with 
media. 

Should we be worried that citizens will 
“misallocate” their vouchers, in the sense that 
they may decide to allocate them to media 
outlets that produce relatively more 
entertainment and relatively less information, 
or to media outlets that are biased toward a 
political party? In other words, can we be sure 
that the media vouchers system will only 
support the quality media a social planner 
would like to support? We cannot know ex ante 
what will be the result of the allocation—and 
this is why it could make sense to pilot the 
voucher system in a small number of states to 
begin with. But we think it is essential to have 
such a decentralized allocation, with no 
government discretion, for two reasons: First, 
we do not think that the government will do 
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better than citizens at allocating media 
vouchers, and will likely do worse. Second, we 
think that this decentralized allocation will be 
at least as good as what the market alone would 
do. Note that if the citizens most interested in 
news are also the ones who most likely to 
allocate their vouchers, then the decentralized 
media voucher allocation would most probably 
lead to more funding of high-quality 
information than today’s market outcome. 

5. Subsidizing inputs versus 
outputs 

Production of journalistic content involves 
resources—talent and capital—representing 
fixed costs that must be incurred to generate 
news of value. Like many informational goods, 
the benefits and costs of this endeavor can be 
aligned in two broad ways. First, additional 
incentives can be created to compensate 
journalists upon the production of news 
content. Second, subsidies can be provided to 
compensate for the costs of producing that 
content. 

In terms of approaches each has 
tradeoffs. Rewarding journalists based on some 
measure of the value of news output has the 
advantage of creating relatively high-powered 
incentives to actually produce news output with 
the ascribed value. By contrast, subsidizing 
journalists’ costs risks insufficient effort being 
directed at providing news content.  

The flip side of this tradeoff is a 
practical matter—one of measurement. How do 
you measure the value of news content 
produced in order for it to represent a clear 
reward to journalists? At present, that is done 
by attracting and monetizing attention. 
However, as noted already, the rewards from 
this are likely to be insufficient for certain types 
of content with high public value but low mass 
market appeal. By contrast, while costs pose 
their own measurement challenges, costs vary 
across journalistic endeavors in relatively 

known ways—salaries of journalists, travel, 
etc.—and certainly by less than the variation in 
the value of news output. Thus, a relatively 
simple subsidy can stimulate activity. 

For these reasons, we have posited a 
mechanism that is primarily based on 
subsidizing inputs rather than directly 
rewarding outputs. That said, there is an 
indirect mechanism in our approach. Citizens 
will be loath to provide subsidizes to news 
outlets that are not producing news content. In 
other words, while there are static concerns that 
subsidies may be ill spent, the dynamic 
consequences should mitigate those concerns. 
This is the very same balance that we strike 
when subsidizing other information public 
goods such as basic scientific knowledge. 

Regulation of Media 
Concentration 

A. Citizen Welfare Standard 
Concentration in the media sector creates 
standard problems associated with a lack of 
competition in economic markets. These 
problems include, among other potential 
harms, lower quality products and higher prices 
for consumers. Given the two-sided nature of 
media markets, high levels of concentration in 
the media sector might also create 
inefficiencies in the advertising market, with 
advertising prices set too low. Increasing 
competition makes prices for consumers fall 
and product quality increase. These changes 
lead to increases in standard measures of 
consumer welfare. 

The subcommittee argues that these 
standard measures of consumer welfare miss 
key additional benefits of competition in the 
media sector. These benefits are incorporated 
into citizen welfare, which recognizes the 
centrality of the media, and increasingly digital 
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media, to the democratic process. Moreover, 
these benefits are not typically incorporated 
into existing regulatory practices. 

B. Concentration and Media Capture 
A distinguishing feature of media is that they 
should provide citizens with the information 
needed to keep governments and other political 
and economic powers accountable. Of course, 
powerful individuals usually prefer not to be 
held accountable and may use threats, 
promises, and other tactics to induce private 
media outlets to distort and suppress 
information. This phenomenon of media 
capture has been documented in a number of 
contexts and countries.343 It often involves an 
informal understanding between owners of 
private media outlets and public officials: 
media outlets will produce news coverage that 
is favorable to the government, and the 
government will reciprocate with a policy that 
is favorable to media outlets. Media capture is 
not limited to political news: Commercial 
interests, too, can try to distort financial 
reporting to their advantage via advertising and 
other means. Once in a while, the mechanisms 
behind media capture are revealed to the 
public, as in the case of the Leveson Inquiry in 
the UK or the secret recording of the 
conversation between Benyamin Netanyahu 
and Arnon Mozes in Israel. 

How can media capture be prevented? 
The kind of informal understanding between 
media owners and public officials described 
above is more difficult to achieve if it requires 
securing the assent of a large number of 
owners, especially because a news source that 
maintains appropriate distance from the state 
and powerful business actors might gain an 
audience by being trusted to speak truth to 
power.344 Keeping a low level of concentration 
in the media industry is thus likely to be an 
                                                 
343 Schiffrin (2017). 
344 Besley and Prat (2003). 

effective defense against media capture. These 
benefits of competition are captured in citizen 
welfare. 

C. Inadequacy of Existing Regulation 
to Prevent Concentration in News 
Provision 
Media concentration is usually achieved 
through serial acquisitions. Rupert Murdoch’s 
media empire in the US, UK, and other 
countries is a case in point. The natural remedy 
is regulation against excessive concentration. 
However, there is a growing consensus that 
current regulation is inadequate to achieve this 
goal, especially in the context of digital 
platforms.345 This point is recognized by 
economists, regulatory authorities, and law 
scholars. 

The current debate on the risk posed by 
digital platforms sometimes seems to imply 
that before the Internet era the world was in a 
golden age of free, pluralistic and independent 
media. However, almost every democracy in 
the world had high levels of concentration for 
television, newspapers and radio during the 
1990s. Ownership was typically in the hands of 
either a state-owned entity under the direct 
control of the government or a small number of 
private companies, often owned by 
government-friendly oligarchs.346 The most 
notable exception to this situation was arguably 
the United States in the second part of the 20th 
century, when the news industry displayed low 
levels of concentration and was mainly 
perceived to be non-captured. As we shall see 
next, that was the product of a technological 
and regulatory environment that no longer 
exists. 

The existing media merger regulatory 
regime contains two sets of rules, both of which 

345 Polo (2005), Ofcom (2009), and Prat (2015). 
346 Djankov et al. (2003). 
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are inadequate for different reasons. The first 
set of rules involves platform-specific 
restrictions on media ownership. Many 
countries, including the US, have prohibitions 
against excessive ownership within one 
particular medium, like terrestrial television. 
These rules were effective when the set of 
media platform was small and stable. But 
difficulties with this approach emerged when 
cable television was introduced, and then 
further intensified with the advent of the 
Internet. In a world where the number of media 
platforms is expanding and the distinctions 
between them are blurring, those rules look 
arbitrary and obsolete. Even worse, there is no 
obvious way of extending them to include all 
news-providing platforms. 

The other source of regulation is 
standard competition policy. The problem is 
that this powerful principle-based set of rules is 
chiefly meant to protect consumer welfare, as 
described above. In particular, a merger 
between media companies is blocked if it is 
likely to lead to higher prices, lower quality, or 
some other direct harm to consumers. While 
this criterion is important and should continue 
to exist and be applied, it does not cover the 
indirect harm that a media merger can impose 
on citizens through an increase in the risk of 
media capture, as described above. 

D. Our Proposal: A Quantifiable 
Citizen Welfare Criterion for 
Reviewing Mergers between News 
Providers 
This subcommittee believes that transactions 
that affect the level of media concentration 
should be evaluated according to a citizen 
welfare criterion, alongside the standard 
consumer welfare criterion. Namely the 
relevant authority (to be discussed below) 

                                                 
347 Competition and Markets Authority (2018). 

should block mergers that significantly 
increase concentration in news provision, not 
because they would increase prices or improve 
product quality but because they impose an 
increased risk of media capture. 

This assessment can in part be made on 
the basis of objective measures. Recently, both 
economic theory and regulatory practice have 
proposed a similar index of media 
concentration based on attention shares. 

On the theory front, researchers like 
Prat (2018) have proposed a media power 
index, based on the idea of attention share. The 
attention share of a news source is first defined 
at the individual level as the percentage of time 
that the individual devoted to a media source 
divided by the total time the individual devotes 
to all sources. The overall attention share of a 
source is then defined as the average attention 
share that the source commands across all 
voters in the country.  

On the regulatory front, in 2018 the 
UK’s Competition and Markets Authority 
made a landmark decision.347 The CMA 
blocked the proposed acquisition of Sky by 
21st Century Fox because of a “media plurality 
consideration.” Crucially, the hypothetical 
effect on plurality was assessed quantitatively. 
A key element of the assessment was the share 
of reference metric which is virtually identical 
to Prat’s attention share definition. It showed 
that the proposed merger would have created a 
new entity with a larger attention share than of 
the existing commercial news providers. 

The attention share approach has three 
advantages. First, it is platform-neutral. The 
unit over which concentration is measured is 
not a specific platform, but rather citizens’ 
news processing bandwidth. This makes the 
index robust to the addition of new media or the 
blurring of borders between two existing 
media. Second, citizen welfare provides micro-
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foundations for the measure. In particular, Prat 
demonstrated that the attention share of a news 
source determines the upper bound on the 
ability of that source to influence the voting 
process through media capture: by putting a 
cap on attention shares, the regulatory authority 
can control the worst-case scenario for voters. 
Third, attention shares can be computed—or at 
least approximated—with existing data, as the 
CMA did in the UK and as Kennedy and Prat 
did for 36 countries.  

The attention share approach can be 
applied to local media, too. Suppose two local 
news sources wish to merge, or perhaps two 
media conglomerates that both own a large 
number of media sources wish to merge, as in 
the proposed acquisition of Tronc by Sinclair. 
National-level concentration is obviously not 
the right measure. Attention shares must be 
computed in each of the local media markets 
that would be affected by the merger, with 
specific reference to local news.  

Obviously, the attention share approach 
is no panacea. At least two important caveats 
apply. First, just like other concentration 
indices, such as the Herfindahl index, it should 
be the beginning, not the end. For instance, it 
could define thresholds above which the 
regulatory authority must initiate a plurality 
investigation. 

Second, ownership fragmentation is not 
the only form of plurality. It is also important 
that news providers represent the diversity of 
views and interests in the population. For that 
goal, however, the right tool is increased public 
funding, which is discussed in the previous 
section. 

Box 9: Which Regulator Should Enforce 
Media Plurality? 
Which agency should be given the 
authority to block media mergers on the 
basis of plurality considerations? The two 
natural candidates are the default antitrust 

authority and the media regulator. The 
advantages of the latter option are that a 
media regulator could acquire specialized 
knowledge in this area and that it would not 
impose an additional task on the antitrust 
authority. The potential drawback is that, 
because of revolving-door practices, 
industry regulators are often more prone to 
capture than the antitrust regulator. Joint 
responsibility between the two agencies is 
also a reasonable option. In the UK case, 
the analysis was carried out by Ofcom and 
the final decision was made by the CMA. 

Increasing the Transparency of 
Digital Platforms 

Today’s Internet has brought with it a 
fragmentation of where people get their news. 
There is no longer a single or small set of 
outlets that command consumer attention. 
Instead, consumers divide their attention across 
outlets. This has been facilitated by social 
media, which aggregate news from a variety of 
sources. The benefit of that is that there is 
potential for a greater diversity of outlets and 
also, potentially, a diversity of where news can 
come from. The cost is a lack of transparency. 
To see this, consider individual news items 
aggregated by social media. While some broad 
source for those news items is given, because 
consumers may be one-off or, at best, highly 
intermittent consumers of the media outlet, the 
source of those news items is not readily 
apparent or top of mind for consumers. It is not 
easy to evaluate bias in the news or the 
reputation of the journalists who generated it. 
As a consequence, the reputation mechanisms 
that might ensure that high-accuracy news is 
screened from low-accuracy news break down, 
with the adverse consequences outlined above.  

Moreover, there is even less 
transparency with respect to editorial content. 
As mentioned earlier, the choice of editors in 
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terms of what to prioritize was very transparent 
when news outlets had a single product. Today, 
those choices are hidden within algorithmically 
optimized personalization used by social media 
for that purpose. Thus, if there are biases in the 
presentation of news or omissions of certain 
types of news content, it is not readily 
amenable to investigation. To be sure, 
personalization has many other benefits, but 
one of the costs is a loss in transparency 
whereby the choices made by editors or 
algorithms can be laid bare for scrutiny. This 
further exacerbates the impact of information 
asymmetries in the news. 

 

Box 10: Economics of News Quality  
News dissemination invariably involves 
someone other than the news consumer 
evaluating evidence and facts and filtering 
those to provide the essence of the news 
to consumers who have limited time and 
attention to delve deeper into the subject. 
Hence, news providers know more about 
how the news was filtered and how well the 
facts support the summarized contentions 
than do consumers of the news.  
An efficient news market would allow the 
consumer to take the story at face value, 
but, even in inefficient markets, if there are 
other voices in the market, those voices 
can conduct their own investigations and 
check for distortions. So long as those 
voices are active, the distortions can be 
brought to light. This has the initial effect of 
reducing the ‘harm’ that the distorted news 
story itself might generate. However, it also 
has a longer-term effect of reducing the 
reputation of the news outlet that produced 
distorted news. This causes fewer 
consumers to rely on it as a source of 
news. In other words, outlets have an 
incentive to develop a reputation for 
quality, but this incentive only operates if 

multiple voices and interests can check for 
deviations from that quality and bring them 
to light.  
In performing its functions as a check on 
power and authority—whether public or 
private—the reliability and trustworthiness 
of the news are critical. However, since the 
digitization of news content, it has become 
harder to determine the sources of 
particular news items or why they might be 
given priority by certain outlets. Prior to 
digitization, most news came from outlets 
that offered a single product to large 
numbers of consumers. While particular 
news sources might be hard to identify, the 
responsibility for the publication lay with 
the outlet, and, hence, the outlet could be 
the bearer of a reputation for accuracy. The 
issue in the reputation mechanism working 
was whether exit (that is, consumers 
leaving outlets with a reputation for lower 
accuracy) served to discipline all outlets for 
higher accuracy. In other words, the 
challenge was having enough outlets to 
provide competitive discipline for each of 
them. Moreover, ownership and other 
aspects of bias could be identified and 
examined. Finally, the editorial decisions 
as to what news received priority were 
transparent because the same product 
was received by all consumers.  

A. Our Proposal: Transparency 
Requirements and Voluntary 
Labeling 

1. Transparency Requirements 

We propose two broad mechanisms that can be 
used to reduce the crisis in transparency we see 
today—transparency requirements that provide 
longer-term information on editorial credibility 
and other factors, particularly in terms of 
algorithmic editorial choices, and voluntary 
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labeling that provides underlying information 
on news sources and carries information on 
trustworthiness. 

There should be transparency around 
platform editorial decisions. Recall that 
because consumer attention is scarce, editorial 
decisions about prioritizing information can 
direct attention in ways that effectively set the 
news agenda for the individual. To deal with 
this issue we propose mandatory transparency 
about aggregate news targeting, audience 
reach, ownership, and sponsorship so that 
individuals, researchers, and civil society 
groups can understand the forces shaping the 
news agenda. Covered entities would include 
existing dedicated news outlets of a certain 
size, as well as the largest social media sites 
such as Facebook and Twitter and the largest 
aggregators such as Google and Apple. The 
goal here is not to regulate those decisions but 
to provide visibility into them so that 
consumers and others can understand editorial 
decisions and policy—potentially impacting 
the choice of where they obtain their news 
information. 

The outputs of this transparency would 
be threefold: 
1. The production of periodical reports on 
aggregate news distribution and consumption 
on the Internet and how it is influenced by the 
changing design of the algorithms that control 
the news feed. For example: anonymized data 
on the reach of media content and data 
explaining those information flows.  
2. Alerting the public to patterns of news 
and information consumption (typically of a 
viral nature) that amplify disinformation, 
hatred, incitement, or seek to harm democratic 
processes and institutions. 
3. Making certain kinds of internal reports 
and analyses that platforms have on news 
consumption available to regulatory agencies 
and legislators.  

To minimize the natural tendency of 
any media regulator to be captured by 
platforms, we propose that in addition to the 
periodic real-time reports, all data obtained by 
the regulators, its internal decisions and its 
interactions with the platforms should also be 
available to the public after a three-year delay.  

Box 11: Possible Transparency Tools 
1. A public feed, with minimal algorithmic 

optimization. 
2. A private dashboard to users so they 

can summarily see the nature of their 
feed (including the content they see, 
and the content they don’t see). 

3. An API to let users customize their own 
news feed based on their preferences 
and knowledge about algorithmic 
priorities. 

4. A public dashboard visible to the public 
so they can summarily see the nature 
of a feed in a given location or globally 
(like Twitter Trends, but with less 
editorialization). 

5. A more granular dashboard visible to a 
regulator so it can see how the 
algorithm customizes a news feed for 
different clusters/groups of users. 

2. Labeling 

The information asymmetries that pervade 
news dissemination resemble others consumers 
face in evaluating product quality. News is a 
“post-experience” good whose quality often 
cannot be assessed until after it has been 
experienced as true, prescient, enlightening, or 
not. Labeling of a news source—that is, who 
has produced it and what entity owns or funds 
it—is a strategy to reduce post-experience 
costs. It allows consumers to evaluate the news 
product before consuming it. Newspaper 
bylines and mastheads, as well as broadcast 
ownership reports, all served the function of 
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signaling to consumers the quality of the news 
source they were getting. Digital 
intermediation has made these signals fainter, 
and new digitally native sources often have no 
labels at all. For instance, it is often difficult for 
consumers to rate the energy consumption of 
household appliances. For this reason, 
governments and nonprofits around the world 
have developed certification processes 
whereby manufacturers can have their products 
tested and a certified label affixed. This gives 
consumers the confidence to purchase products 
based on more information. 

For the news, it would not be possible 
to certify the accuracy of individual news 
items. However, as the goal is to ensure that 
consumers have the information necessary to 
evaluate the news, what could be certified is the 
source of the news and whether the providers 
meet certain standards. To be sure, what we are 
proposing here is not government licensing of 
news outlets. Indeed, the quality certification 
could be conducted entirely privately. To give 
consumers confidence to purchase or consume 
news products with more understanding of the 
source of the news, we propose a voluntary 
labeling scheme administered by an 
independent news monitor. This will allow 
consumers to quickly obtain information about 
the interests of the provider (including 
ownership and conflicts) as well as provide a 
way to affix market-based reputations to 
different news sources.  

News outlets that choose to can submit 
ownership and sponsorship information to the 
independent news monitor to run the labeling 
mark. When examining any individual news 
item, what consumers will see is whether the 
source of that item has submitted the 
information. Not having a label does not affect 
publication of news or even representation of 
content as news on the Internet. So, it is not a 
free speech impediment, and it is fully 
voluntary. For news outlets that wish to exhibit 

independence so as to provide confidence in the 
accuracy of their reporting, labeling will be 
valuable. Some outlets will not want such 
certification. Consumers will decide how much 
weight they place on this factor in news 
consumption. The broad goal is to give 
consumers, who need to rely on news for 
debates and decisions, a fighting chance at 
understanding the interests of those providing 
the information. This label, of course, could 
cover other forms of information, including 
declared interests in advertising and other 
revenue. However, we do not take a particular 
position on the complexity of the labeling 
scheme here. 

The government or a standard-setting 
body might have to help provide a technical 
standard by which labeling could be associated 
with news items published on the Internet. This 
is a technical challenge, but it is one that has 
been solved previously on the Internet with 
respect to e-commerce. In summary, we 
propose establishment of an independent news 
monitor that can provide trusted information on 
news sources at the point of publication for any 
news item.  

Increasing Accountability of 
Digital Platforms 

Section 230 of the Communications Decency 
Act provides digital platforms with immunity 
from certain legal claims arising from the 
content on their networks. This immunity has 
proven to be an enormous effective subsidy for 
these intermediaries not enjoyed by legacy 
media entities like broadcasters, newspapers, 
or digital native journalistic enterprises that 
have to contend with more legal exposure. As 
a libertarian enactment, Section 230 has made 
the Internet a place of unbridled speech. This 
should not be confused with freedom from 
censorship or gatekeeping. As described above, 
the platforms make many design and content 
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choices to amplify and circulate certain kinds 
of content and not others. Moreover, the free-
for-all that Section 230 nominally creates has 
the effect of silencing some voices because of 
harassment, bullying, and other discourse 
harms.  

Jurisdictions outside the US have 
adopted versions of Section 230, but none 
provides as much protection.348 In Europe, 
platforms have borne more liability and 
responsibility for removing illegal content. 
Under the European E-Commerce Directive, 
for example, intermediaries are exempt from 
liability for content they host so long as they 
“play a neutral, merely technical and passive 
role towards the hosted content.” Once they 
become aware that any hosted content is illegal, 
the intermediaries “need to remove it or disable 
access to it expeditiously.”349  Germany 
enacted the NetzDG law in 2018, enabling 
courts to fine social media companies with 
more than 2 million users up to €50 million if 
they do not delete posts contravening German 
hate speech law within 24 hours of receiving a 
complaint or seven days in more ambiguous 
cases. There are a number of EU and member 
state proposals to hold platforms responsible 
not only for illegal content but also for harmful 
content and to impose a “duty of care” for 
managing content in the public’s interest.350  

In the US, public upset over platform 
amplification of harmful content, the failure to 
filter out harmful and illegal (child 
pornography, terrorist) content, political 
disagreements over content salience, and 
platform usurpation of legacy media 
advertising revenue has led to calls to reduce 
the protections of Section 230 and cognate 
intermediary liability immunities. There seems 
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349 Directive 2000/31/EC of the European Parliament 
and of the Council of 8 June 2000 on certain legal 
aspects of information society services, in particular 

to be confusion about what exactly Section 230 
does and, correspondingly, mistaken views 
about what limiting the immunity might 
achieve in terms of platform design. Section 
230 has indeed been a windfall for platforms, 
allowing them to grow at the expense of legacy 
media. However, the provision is not directly 
responsible for most of the content that today 
reduces the salience of fact-based journalism 
and increases various kinds of noise. It is 
possible that reducing the scope of protection 
of Section 230 could incentivize platforms to 
boost exposure to credible news sources while 
depressing circulation of, or deplatforming 
entirely, disinformation that might trigger 
liability. There would be free speech costs 
(overmoderation) associated with such a move. 
For this reason, we propose below to preserve 
Section 230 protections, but to convert it to a 
safe harbor subsidy available on condition of 
compliance with various public interest 
requirements drawn from media and 
telecommunications policy traditions.  

A. Section 230 Background 
Section 230 was enacted as part of the 
Telecommunications Act of 1996 to govern 
“Internet service providers.” The ISP to the 
ordinary publisher in 1996 was something like 
the scooter to automobiles today: a useful 
invention, but one hardly on the verge of 
dominance. Tarleton Gillespie writes: “At the 
time Section 230 was crafted, few social media 
platforms existed. US lawmakers were 
regulating a web largely populated by ISPs and 
web ‘publishers’—amateurs posting personal 
pages, companies designing stand-alone 
websites, and online communities having 

electronic commerce, in the Internal Market (‘Directive 
on electronic commerce’). 
350 See, e.g., UK Secretary of State for Digital, Culture, 
Media & Sport, Online Harms White Paper (April 
2019). 

https://wilmap.law.stanford.edu/map
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32000L0031&from=en
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discussions.”351 Although sometimes viewed 
as a sweeping libertarian intervention, Section 
230 actually began life as a smut-busting 
provision: an amendment for the “Protection 
for Private Blocking and Screening of 
Offensive Material.”352 Its purpose was to 
allow and encourage Internet service providers 
to create safe spaces, free of pornography, for 
children.353,354  

The goals at the time of adoption were 
(1) to give new “interactive computer services” 
breathing room to develop without lawsuits “to 
promote the continued development of the 
Internet,”355 while (2) also encouraging them to 
filter out harmful content without fear of 
getting into trouble for under- or overfiltering. 
Thus Section 230 is both a shield to protect 
speech and innovation and sword to attack 
speech abuses on platforms.  

The shield part is embodied in Section 
230(c)(1): “No provider or user of an 
interactive computer service shall be treated as 
the publisher or speaker of any information 
provided by another information content 
provider.” This is not blanket immunity for the 
distribution of content, and indeed platforms 
are still liable for their own content, and for 
federal crimes and copyright violations related 
to third-party content. The immunity is really 
limited to the speech-related harms that 
publishers ordinarily face such as defamation 
and intentional infliction of emotional distress. 
In other words, a platform like Facebook 
remains liable for distributing child 
pornography, which is federal criminal content. 
It also remains liable for Facebook-authored 
defamatory content. Facebook cannot, 

                                                 
351 Gillespie (2018). 
352 H.R. REP. No. 104-223, Amendment No. 2-3 (1995) 
(proposed to be codified at 47 USC. § 230). 
353 S. REP. No. 104-23, at 59. 
354 Pub. L. No. 104-104; see H. Conf. Rep. No. 104-458 
(1996). 

however, be held secondarily liable for 
defamatory content posted by its users.356  

The sword part of Section 230 is 
contained in Section 230(c)(2)(A): “No 
provider or user of an interactive computer 
service shall be held liable on account of— any 
action voluntarily taken in good faith to restrict 
access to or availability of material that the 
provider or user considers being obscene, lewd, 
lascivious, filthy, excessively violent, 
harassing, or otherwise objectionable.” This 
was designed to avoid the paradoxical situation 
in which an intermediary tries to moderate its 
platform to reduce harmful content, but then is 
subject to liability because it has exercised 
editorial control. 

Section 230 is sometimes characterized 
as a “get out of jail free card” for platforms. 
According to Chesney and Citron, “Section 
230 has evolved into a kind of super-immunity 
that, among other things, prevents the civil 
liability system from incentivizing the best-
positioned entities to take action against the 
most harmful content.”357 To be sure, courts 
have extended immunity in situations that 
almost certainly go beyond what Congress 
originally intended. For example, platforms 
have been excused from transmitting otherwise 
illegal content even when they have solicited 
and have clear knowledge of that content. 
Moreover, platforms that do not function as 
publishers or distributors (e.g., Airbnb) have 
also invoked Section 230 to relieve them of 
liability that has nothing to do with free speech.  

B. Proposals to Amend Section 230 
There are currently proposals to revise Section 
230, weakening the protections it affords to 

355 47 USC. § 230(b)(1). 
356 Zeran v. Am. Online, Inc., 129 F.3d 327, 331 (4th 
Cir. 1997). 
357 Chesney & Citron (forthcoming 2019). 
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platforms. One possibility is to insist on more 
sword—more care to block or deemphasize 
harmful speech.358 There are also proposals to 
weaken the shield and expose platform 
intermediaries to more liability.359 Senator 
Mark Warner has floated a relatively narrow 
proposal to make platforms liable for state-law 
torts (defamation, false light, public disclosure 
of private facts), for failure to take down a deep 
fake or other manipulated audio/video content 
after the victim had already secured a judgment 
against the creator of the offending content.360 
There have been attempts in the past, including 
from US state Attorneys General, to carve out 
other exceptions for the enforcement of state 
law.361 These have foundered on concerns 
about the incentives this would create for 
platforms to block too much speech, including 
speech of importance to journalists like the 
distribution of gun permits, which some states 
prohibit publishing.362  

 Proposals to weaken Section 230 
certainly entail risks to free speech. If platforms 

                                                 
358 One possibility would be to adopt in the US what 
has already been adopted in Europe, which is a notice-
and-takedown regime that requires platforms to remove 
content upon notice.  
359 See, e.g., Keats Citron & Wittes (2017) (arguing for 
the conditioning of the benefits of Section 230(c)(1) on 
reasonable precautions: “No provider or user of an 
interactive computer service that takes reasonable steps 
to address unlawful uses of its services shall be treated 
as the publisher or speaker of any information provided 
by another information content provider in any action 
arising out of the publication of content provided by 
that information content provider.”) The first 
weakening of Section 230 has already occurred with the 
Allow States and Victims to Fight Online Sex 
Trafficking Act (FOSTA), H.R. 1865, 115th Cong. 
(2018). 
360 
https://www.techdirt.com/articles/20180731/101839403
36/senator-mark-warner-lays-out-ideas-regulating-
Internet-platforms.shtml 
361 https://www.eff.org/files/cda-ag-letter.pdf. 
362 https://www.eff.org/deeplinks/2013/07/state-ags-
threaten-gut-cda-230-speech-protections. 

are liable for the content they transmit, they 
will likely behave in risk-averse ways to 
remove content that creates or has the potential 
to create legal exposure.363 This could silence 
speakers and have a disproportionate impact on 
marginal voices or, in some countries, political 
dissidents or minority groups. In the copyright 
context, where the Digital Millennium 
Copyright Act makes platforms potentially 
liable for copyright violations, they respond 
overzealously to take-down requests and 
implement aggressive filtering technologies 
that block more content than necessary. Early 
efforts to increase liability for harmful speech 
may be headed in the same direction. In 
Germany, the platforms’ transparency reports 
show that they are blocking content in response 
to the NetzDG law, although there is not yet 
evidence of overblocking.364 

In weighing the costs of any Section 
230 contraction against the benefits, it is 
necessary to identify what those benefits are. 
Section 230 sceptics may exaggerate these 

363 See, e.g., Kumar Katyal (2001) (“Because an ISP 
derives little utility from providing access to a risky 
subscriber, a legal regime that places liability on an ISP 
for the acts of its subscribers will quickly lead the ISP 
to purge risky ones from its system”); and Zeran v. 
America Online, 129 F.3d 327, 333 (4th Cir. 1997) 
(“Because service providers would be subject to 
liability only for the publication of information, and not 
for its removal, they would have a natural incentive 
simply to remove messages upon [accusation], whether 
the contents were defamatory or not”). 
364 
https://publications.parliament.uk/pa/cm201719/cmsele
ct/cmsctech/822/82208.htm#footnote-077 (Facebook in 
the first half of 2018 reported “‘886 NetzDG reports 
identifying a total of 1,704 pieces of content’, with ‘218 
NetzDG reports’ resulting in the deletion or blocking of 
content. This, Facebook noted, ‘amounted to a total of 
362 deleted or blocked pieces of content’…Twitter’s 
transparency report, covering the same period, indicated 
that they received a total of 264,818 complaints of 
which ‘action’ was taken on 28,645. … Google, 
meanwhile, received reports relating to 214,827 ‘items’ 
on YouTube … of which 56,297 resulted in action, 
either the item being removed or blocked.”). 

https://www.techdirt.com/articles/20180731/10183940336/senator-mark-warner-lays-out-ideas-regulating-internet-platforms.shtml
https://www.techdirt.com/articles/20180731/10183940336/senator-mark-warner-lays-out-ideas-regulating-internet-platforms.shtml
https://www.techdirt.com/articles/20180731/10183940336/senator-mark-warner-lays-out-ideas-regulating-internet-platforms.shtml
https://www.eff.org/files/cda-ag-letter.pdf
https://www.eff.org/deeplinks/2013/07/state-ags-threaten-gut-cda-230-speech-protections
https://www.eff.org/deeplinks/2013/07/state-ags-threaten-gut-cda-230-speech-protections
https://publications.parliament.uk/pa/cm201719/cmselect/cmsctech/822/82208.htm#footnote-077
https://publications.parliament.uk/pa/cm201719/cmselect/cmsctech/822/82208.htm#footnote-077
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benefits in connection with the speech that, 
while harmful, is not already circumscribed by 
law (unlike, say, defamation or incitement). 
This is because Section 230 is not directly 
related to some of the most problematic 
discourse harms such as disinformation, 
outrage, hate speech, radicalization, bullying, 
and intimidation. To take just one example, 
Facebook’s erstwhile program that allowed 
advertisers to target users based on phrases like 
“how to burn Jews” and “Jew hater” did not 
benefit from Section 230 immunity, and so 
would not likely be affected by its absence. The 
same is true for most of the algorithmic 
amplification discussed above. The UK Online 
Harms White Paper has recognized that 
removal or substantial weakening of platform 
immunity (in that case, the EU E-Commerce 
Directive immunity, which is less generous 
than that which Section 230 provides) is a 
disproportionate response, unlikely to create 
the right incentives, and very likely to harm 
free speech.  

The focus of this report is the 
platforms’ impact on the production, 
distribution, and consumption of responsible 
journalism. Does Section 230 increase the 
amplification of “noise” (e.g., disinformation 
and outrage) that crowds out and starves good 
journalism? It is not clear. As a doctrinal 
matter, this noise is not illegal. Therefore, 
because Section 230 does not relieve platforms 
of otherwise applicable liability, it should not, 
in theory, increase platform tolerance for noise. 
On the other hand, the availability of Section 
230 to excuse other kinds of speech traffic for 
                                                 
365 The new regime’s covered “online harms” include 
terrorist content, child sexual exploitation and abuse, 
incitement of violence, harassment and cyberstalking, 
hate crime, encouraging or assisting suicide, the sale of 
illegal goods or services, revenge pornography, 
cyberbullying, and children accessing inappropriate 
material. 
366 Cleland (2018) estimates that the net benefit to 
Google, Facebook and Amazon from Section 230 was 
$510 billion in “riskless disruptive innovation per 

which there would be a liability, such as 
incitement or defamation, may create a more 
permissive and careless platform design than 
would otherwise exist. It is possible that if 
Section 230 benefits were less generous, 
platforms would implement safer design 
features that would also—as a byproduct— 
amplify truthful or otherwise “beneficial” 
information. The plan by the UK government 
to impose a risk-based “duty of care” on 
platforms seeks to improve the speech 
environment overall by increasing 
accountability for certain classes of speech.365   

C. Our Proposal: Section 230 as a 
Quid Pro Quo Benefit  
For reasons having to do with risk reduction 
and harm prevention, legislators may well 
amend Section 230 to raise the standard of care 
that platforms take and increase exposure to 
tort and criminal liability. Since our focus is on 
improving the conditions for the production, 
distribution and consumption of responsible 
journalism, we have a different kind of 
proposal. We look at Section 230 as a speech 
subsidy that ought to be conditioned on public 
interest requirements, at least for the largest 
intermediaries who benefit most and need it 
least. It is a speech subsidy not altogether 
different from the provision of spectrum 
licenses to broadcasters or rights of way to 
cable providers or orbital slots to satellite 
operators.366    

The public and news producers pay for 
this subsidy. The public foregoes legal recourse 

immunity from civil liability.” To this, he adds $755 
billion in “socialized costs of platforms’ uneconomic 
riskless disruptions,” although this category reaches far 
beyond direct effects of Section 230 (e.g., addiction, 
polarization, election manipulation, devaluation of 
intellectual property, privacy harms). Of note, he also 
estimates the benefit of “exemption from all FCC 
economic and public interest regulation” to be $31 
billion (e.g., public safety, privacy, children and 
consumer protection, content requirements).  



 
 

195 
 

against platforms and otherwise sustains the 
costs of harmful speech. News producers bear 
the risk of actionable speech, while at the same 
time losing advertising revenue to the 
platforms freed of that risk. Media entities have 
to spend significant resources to avoid legal 
exposure, including by instituting fact-
checking and editing procedures and by 
defending against lawsuits. These lawsuits can 
be fatal, as in the case of Gawker Media.367 
More commonly, they face the threat of “death 
by ten thousand duck-bites” of lawsuits even if 
those suits are ultimately meritless.368 The 
monetary value of Section 230 to platforms is 
substantial, if unquantifiable.369  

Section 230 subsidies for the largest 
intermediaries should be conditioned on the 
fulfilment of public interest obligations.370  We 
address transparency and data sharing 
requirements in this report that should apply 
generally to the companies within scope. 
However, there may be additional requirements 
that a regulator would not want to, or could not, 
impose across the board. For example, the UK 
has proposed to require platform companies to 
ensure that their algorithms do not skew 
towards extreme and unreliable material to 
boost user engagement. We would not 
recommend such a regulation, but it might be 
appropriate to condition Section 230 immunity 
on such a commitment for the largest 
intermediaries.  

We believe that Section 230 immunity 
for the largest intermediaries should be 
premised on requirements that are well-

                                                 
367 Bollea v. Gawker Media, 913 F.Supp.2d 1325 
(2012). 
368 Fair Hous. Council of San Fernando Valley v. 
Roommates.Com, LLC, 521 F.3d 1157, 1174 (9th Cir. 
2008). 
369 The difference between the early dismissal of a 
lawsuit under Section 230 versus later dismissal in the 
absence of Section 230 protection has been estimated to 
be worth $485, 000 each. 
https://static1.squarespace.com/static/571681753c44d8

developed in media and telecoms law: 
- Transparency obligations: Whichever 
of these requirements did not become part of a 
mandatory regulatory regime could be made a 
condition of Section 230 immunity. Platforms 
should give a regulator and/or the public data 
on what content is being promoted to whom, 
data on the process and policies of content 
moderation, and data on advertising practices. 
These obligations would go some way towards 
replicating what already exists in the off-
platform media environment by virtue of 
custom and law. Newspaper mastheads, 
voluntary codes of standards and practices, use 
of ombudsmen, standardized circulation 
metrics, and publicly traceable versioning all 
provide some level of transparency that 
platforms lack. For broadcasters, there are 
reporting and public file requirements 
especially with respect to political advertising 
and children’s programming. 
- Subsidy obligations: Platforms should 
be required to pay a certain percentage of gross 
revenue to support the voucher system 
discussed in this chapter. In the US, telecoms 
providers have been required to pay into a 
Universal Service fund in order to advance 
public interest goals of connectivity. Public 
media has not been funded by commercial 
broadcasters. However, there was once a 
serious proposal at the advent of digital 
broadcast television for commercial 
broadcasters to “pay or play”—that is, to allow 
them to serve the public interest by subsidizing 
others to create programming in lieu of doing it 
themselves.371  The nexus between the Section 

35a440c8b5/t/5c6c5649e2c483b67d518293/155060384
9958/Section+230+cost+study.pdf 
370 The size of the intermediary covered should be 
internationally harmonized to correspond with 
definitions in the new UK duty of care and European 
Copyright Directive.  
371 Advisory Committee on the Public Interest 
Obligations of Digital Television Broadcasters (1996). 
See also Sunstein (1999): 40 (“What if a broadcaster 
was willing to give $10 million to PBS in return for 
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230 benefit and the journalism subsidy is 
essentially this: Section 230 unavoidably 
allows many discourse harms and “noise” in 
the information environment. A subsidy for 
more quality “signal” goes some distance 
towards compensating for these harms. It is 
important to stress that any tax that would be 
levied on the platforms has to go to the general 
budget and not be tied in any way to the 
voucher scheme proposed here—to prevent a 
situation whereby news outlets have an 
incentive to lobby directly or indirectly through 
their editorial agenda to protect the power and 
revenues of the platforms.  

Conclusion 

Media is central to the democratic process 
because it provides the information citizens 
need to make voting decisions and keep 
government and powerful players in the public 
and private sector accountable. This report 
summarizes the evidence on the effect that the 
growth of digital platforms is having on news 
provision and reviews possible policy 
interventions.  

The available evidence highlights a 
number of points: 
- The role of digital media in the 
democratic process cannot be understood in 
isolation, as voters, citizens and readers obtain 
their political information from both old and 
new platforms. 
- There is ample evidence from a variety 
of historical and geographical contexts that 
news quality affects voting outcomes and 
accountability of decisions makers in both the 
private and public sphere. In turn, news 
quality—both coverage and impartiality—

                                                 
every minute, or every thirty seconds, of relief from a 
public interest responsibility?”). 

worsens when the media industry is 
concentrated and not independent. 
- News is a public good. In the 20th 

century this good was mostly paid for by 
advertisers. The most direct effect of the rise of 
the digital economy has been a crisis of that 
revenue model. Advertising dollars have 
inexorably shifted from news producers—
mostly newspapers—to digital platforms that 
do not produce news. This effect is particularly 
strong for local news. Some subscription-based 
news providers are thriving, but most citizens 
are not willing to pay for them.  
- There is also more nuanced evidence 
for a reduction in citizens’ information and 
engagement and the echo chamber effect. 
Evidence on the effect of “fake news” is instead 
very limited. When we analyze policy 
interventions, we focus on countries where 
freedom of expression enjoys strong 
constitutional protection, and we do not 
consider generalized content regulation 
policies. We group possible policy 
interventions into four categories: 
-  Revenue model. We consider the pros 
and cons of a number of possible revenue 
sources: advertising, subscription, 
philanthropy, and public funding. The most 
cost-effective and robust solution is a publicly 
funded voucher system. The funds are 
allocated directly by the citizens—
independently of any government intervention. 
A cap is placed on the amount that a particular 
news organization can receive to promote 
competition.  
-    Media plurality. All mergers and 
acquisitions involving news companies should 
be subject to a news plurality review in addition 
to the standard antitrust review. Standard 
competition policy protects direct consumer 
welfare, and therefore does not take into 
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account the indirect effect that excessive media 
concentration can cause on citizen welfare. We 
propose an approach to quantifying news 
plurality that is neutral to the identity of the 
owner of the merging entities and to the 
platform on which news content is delivered. 
The proposed approach, based on attention 
shares, has been used in a recent merger 
decision in the UK. 
- Algorithm regulation. Developing a 
new regulatory system that will ensure 
transparency regarding information flows from 
news sources, practices and algorithms to the 
public. This will be done by a new regulatory 
framework and oversight body to set standards 
for the disclosure of information and news 
sources, to develop a means for source-based 
reputational mechanisms and to bring light to 
biases and choices in editorial decisions and 
algorithms for the presentation of the news. 
These regulators will produce periodical 
reports on news consumption and the 
algorithms’ design influence on the distribution 
of news and the behavior of users. The digital 
regulator will set terms and conditions that will 
allow publishers and original content creators 
to negotiate with the digital platforms. 
-  Liability exemption. Digital platforms 
enjoy a hidden subsidy worth billions of dollars 
by being exempted from any liability to most 
of the speech on their platforms (Section 230). 
We do not propose to repeal Section 230 but 
rather propose that platforms that would like to 
enjoy this protection would have to agree to 
take measures to prioritize content by criteria 
other than maximization of revenues.  

The existence of vibrant independent 
journalism is an essential part of liberal 
democracy. Powerful actors in government, 
politics and the private sector have always tried 
to capture, weaken or manipulate the press. As 
the business model of news media outlets has 
disintegrated and the production and 
distribution of news has become more 

concentrated, there is a growing risk that in 
many democracies and localities politicians 
and powerful private actors will not be held 
accountable for their actions.  

Technology will reduce the costs of 
collecting and analyzing information, but 
journalists will continue to play the central role 
in informing the public and holding the 
powerful to account.    

The aim of this report is to offer policy 
recommendations to preserve independent 
journalism—not to find ways to aid or 
subsidize existing news outlets. While other 
reports and initiatives try to find ways to 
preserve the news media’s revenues from 
advertising, we believe that this approach is 
mistaken. Any policy to preserve the free press 
should try to reduce or eliminate the news 
media’s reliance on politicians, governments, 
advertisers, large business groups or 
billionaires.  

Our recommendations represent a 
significant shift from the status quo. We 
believe that increased public funding of news 
media through a competitive process that caps 
the amount which can be allocated to a single 
news outlet will create a more competitive and 
independent news ecosystem.  

The success of a handful of large 
national publications or small niche 
publications in reaching adequate profitability 
through the subscription model is encouraging. 
Nonetheless, for the most part citizens are not 
willing to pay for this public good—meaning 
we need to rethink the economic model of the 
news media.  

Recent events across the Western world 
have demonstrated the fragility of the liberal 
democratic order, and we believe that waiting 
longer to see if market forces alone can 
maintain the free press in the 21st century may 
be a risky choice
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Executive Summary 

Any serious effort to think systematically about the emerging policy issues surrounding 
digital platforms must contend with a host of privacy and security challenges. It is becoming 
increasingly clear that core aspects of the American approach to privacy, such as faith in industry 
self-regulation, the embrace of a sectoral approach involving overlays of state and federal laws, 
heavy reliance on notice and choice, and the lack of remedial powers for the nation’s primary 
privacy regulator, leave the world’s largest economy ill-equipped to vindicate important interests 
in privacy and security. The weaknesses and idiosyncrasies of the American approach impede 
efforts to harmonize global privacy law, and that lack of harmonization threatens the free flow of 
data in international e-commerce.  

 There are several key reasons why neither industry self-regulation nor notice-and-choice 
approaches to protecting privacy and security succeeded. Firms that collect personal information 
do not internalize all the harms associated with consumer privacy and security breaches, nor do 
they have adequate incentives to take account of how decisions they make may affect the 
interests of consumers who are not their customers. These problems are compounded by the 
highly technical nature of privacy and security decisions, the difficulty of establishing clear 
causal links between particular practices and subsequent consumer harms, and the challenges of 
monitoring and evaluating firms’ key investments in data security. Notice and choice, by 
contrast, largely fails as a strategy because it does not live up to the promises its name suggests. 
More precisely, the standard approach is to provide consumers with a lengthy wall of legalese 
text that they will not read and then to pretend that consumers are making meaningful choices 
that vindicate their interests in response. Moreover, firms have become skilled at developing 
choice architectures that nudge consumers toward options that benefit company profitability but 
may not reflect consumers’ actual preferences or expectations. 

 There are a number of existing reform proposals in the privacy and security domain, 
some quite laudable, others more dubious in terms of their benefits. Our subcommittee’s 
approach is not to provide a roadmap for comprehensive national privacy legislation. Rather, we 
have focused our attention on developing three complementary approaches to protecting privacy 
and security interests. These approaches are modular, so they can be integrated into any existing 
proposals, though each would also be effective as a stand-alone reform. 

 The first of our three proposals advocates for the use of data-driven contractual default 
rules in privacy and security. Default rules are starting points for contractual relations between 
parties. For example, they govern the scope of data collection and retention of a consumer’s 
personal information by a platform. By definition, any default rule can be modified by the 
mutual agreement of the contracting parties. We can contrast these default rules with mandatory 
rules, which provide contractual rights and responsibilities that cannot be altered by the parties. 
While there is an important role for mandatory rules to play in instances where consumer 
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preferences are very homogenous, where collective action problems arise, or where significant 
information asymmetries exist, as with highly technical and complex matters, default rules are a 
vital tool in the regulatory arsenal. Default rules are particularly useful in the many instances 
where consumers have heterogeneous preferences, where consumers or firms possess relevant 
information to which regulators do not have ready access, and where substantial externalities are 
not present in a transaction. 

 We propose that the content of contractual default provisions will depend on the 
articulated preferences of ordinary consumers as measured by scientifically rigorous survey 
instruments. Based on our own pilot testing of such instruments involving the privacy and 
security practices of Facebook, Google, Amazon, and other platforms, consumers will often – 
but not always – prefer and expect default provisions that enhance their privacy and security. In 
privacy and security settings there will be many instances in which it is appropriate for the law to 
use “consumertarian” default rules – i.e., the legal defaults preferred or expected by a majority of 
consumers. While these default rules will not always reflect the preferences of platforms and 
other firms that are contracting with consumers, these firms will have the ability to convince 
consumers to waive the protections required by default if they can convince consumers that 
waiving such protections will make consumers better off. In that sense, consumertarian default 
rules and subsequent efforts to convince consumers to waive protections that firms find 
problematic for their business models will function as information-forcing devices that reduce 
unexpected surprises, encourage dialogue, and prevent firms from seeking to engage in privacy 
and security practices that might prompt customer backlash. Because many default protections 
will be sticky under these circumstances, and firms will have incentives to be selective about 
which rights they ask consumers to waive, the result of our proposal on net will be to heighten 
privacy and security protections for consumers. This proposal for consumertarian default rules is 
somewhat similar to the Privacy-by-Default regime that was enacted as part of the European 
General Data Protection Regulation (GDPR), though we believe our approach does a better job 
of creating predictable, transparent benchmarks. 

Under our approach, the protections granted by default rules can be waived by 
consumers, but only via a process that takes the notion of informed consumer consent more 
seriously than the law does currently. Our discussion of dark patterns, which we will now 
explain, provides a yardstick for measuring the sufficiency of such waivers.   

Our second set of proposals concerns dark patterns. Dark patterns are user interfaces that 
make it difficult for users to express their actual preferences or that manipulate users into taking 
actions that do not comport with their preferences or expectations. Examples of dark patterns 
abound in privacy and security. For example, Google Maps repeatedly asks users whether a site 
that they regularly return to should be labeled “home” or “work.” If the user agrees to label the 
geolocation, then the pop-up queries will cease. If the user clicks on “Not Now” then there will 
be more queries a few days later. The result is that the application may be so persistent in asking 
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for users to confirm personal information that they will eventually relent to prevent further 
nagging, and not because they want to share this information. Alternatively, many firms make it 
easy to alter one’s defaults in a way that benefits the firm financially but quite cumbersome to 
alter default settings in a way that will make the customer less profitable for the firm. Some firms 
attempt to hide what they are doing, for example when firms add items to a consumer’s online 
shopping cart without asking the consumer, or when they add a hidden service to an online 
transaction by preselecting the addition so as to ensnare consumers who they know will quickly 
click through a screen to complete the transaction. Firms may employ intentionally ambiguous 
terminology in an effort to confuse consumers into opting for a service they do not want, or they 
may manipulate consumers by targeting acute emotional vulnerabilities. One attribute all these 
dark patterns share is a tendency to exploit “System 1” (quick, instinctive) decision-making and 
suppress more deliberative “System 2” thought processes. 

We surmise that firms have done rigorous beta testing of dark pattern techniques because 
they have become prevalent in recent years. Academics and non-profit organizations have 
documented the prevalence of dark patterns, but until now no researchers have published 
research that examines the efficacy of these dark patterns in prompting consumers to make 
choices that are inconsistent with what consumers would choose in a neutral decision 
architecture. Our report fills a significant gap in the literature, thanks to an extensive data 
collection effort by Jamie Luguri and Lior Strahilevitz. Those authors, after obtaining IRB 
approval, exposed a census-weighted, nationally representative sample of 1,762 Americans to a 
decision-making framework in which the control group was offered an easy yes / no choice over 
whether to sign up for an expensive identity theft protection plan, an experimental group was 
subjected to rather mild dark pattern interventions, and a second experimental group was 
subjected to the aggressive use of dark patterns. Both dark pattern conditions were designed to 
prompt consumers to agree to pay for an identity theft protection plan that few members of the 
control group wanted.  

The bottom-line results from this dark pattern experiment were striking. Employing mild 
dark patterns increased the percentage of consumers who ultimately agreed to accept the data 
protection plan by 228% (from roughly 11% to 26%). Employing aggressive dark patterns 
increased the percentage of consumers who agreed to accept the data protection plan by 371% 
(from roughly 11% to 42%). In other words, in both the mild and aggressive dark pattern 
environments, it was more likely than not that consumers were agreeing to sign up for the plan 
our researchers were selling them because of the dark pattern, and not because of an underlying 
desire to purchase the plan itself.  

Notably, the experiment’s use of aggressive dark patterns generated the equivalent of a 
customer backlash. Consumers in the aggressive dark pattern condition had their moods 
adversely affected, they were less likely to agree to participate in follow-up research by the same 
researchers when given the opportunity to do so, and they were more likely to withdraw from the 
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experiment, forfeiting their entitlement to be compensated for taking the survey. This data 
provide evidence that the market itself constrains the use of aggressive dark patterns somewhat. 
On the other hand, the use of mild dark patterns generated either no such effects or far smaller 
effects – with respect to their mood at the conclusion of the experiment, consumers exposed to 
the control group decision architecture and the mild dark pattern decision architecture were 
statistically indistinguishable. To summarize, then, firms face significant incentives to avoid 
using the most blatant and annoying dark pattern strategies, but the use of more subtle dark 
patterns seems to be all upside from the perspective of a firm’s bottom line. These mild strategies 
seem to substantially increase the percentage of consumers who will sign up for a good or 
service without alienating those customers, at least in the short run.   

The more highly educated consumers were, the less vulnerable they were to having their 
choices manipulated via dark patterns. These effects were statistically significant, and highly 
troubling. Dark patterns work on many people, but lower socio-economic status individuals are 
especially vulnerable to them. Less educated individuals were particularly susceptible to mild 
dark patterns.  

In light of these findings, our report advocates a per se legal rule that will apply to many 
situations involving the use of dark patterns to prompt consumers to share personal information. 
Where a firm’s choice architecture more than doubles the percentage of users who agree to share 
information, when compared with a neutral choice architecture, consumers’ consent to share 
such information is not valid. Moreover, dark pattern tactics that satisfy this “more likely than 
not” test should be treated as unfair and deceptive practices in trade, which are proscribed by 
federal and state consumer protection laws. There may be other domains in which a dark pattern 
is highly problematic but does not satisfy this per se test. To deal with those situations, we offer a 
multi-factor balancing test that can be used to identify the dark patterns that are most likely to 
diminish consumer well-being. That test looks to the extent to which a dark pattern unnecessarily 
raises the transaction costs of opting out of a protection that large numbers of consumers expect 
or prefer, the extent to which the dark pattern targets problematic consumer vulnerabilities, or the 
extent to which a dark pattern is hidden rather than transparent. 

The final proposal in our report focuses on mitigating the security threats that are caused 
by data breaches. A single data breach at one platform or digital service can present major 
problems for other platforms and services. The reason stems from password reuse. Consumers 
frequently use identical or very similar login credentials at multiple sites. As a result, hackers 
may obtain credentials from one site and then quickly try to use those same pilfered credentials 
to gain access to various other sites and platforms. One main way that firms currently try to 
protect themselves is by purchasing stolen credentials, which creates perverse incentives.  

Among the various reforms to be considered, private data breach clearinghouses are 
preferable, given existing technological constraints. Ideally, such clearinghouses could use 
techniques that employ advanced mathematics to test whether user passwords are repeated across 
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multiple sites without disclosing login credentials. Firms would be required or strongly 
incentivized to make their own data available for queries in order to ping a centralized database. 
The clearinghouse proposal would encounter some challenges, ranging from the paramount need 
to protect the clearinghouse as a single source of failure to the technical challenges associated 
with identifying similar but not identical passwords that are being used across multiple sites. 
Still, the subcommittee has concluded that, on balance, such an approach is superior to the viable 
alternatives that the report discusses. 

The subcommittee report concludes with an overview of the need to balance privacy 
interests against transparency considerations. The other subcommittee reports on digital 
platforms laud the benefits of greater data transparency to evaluate the role of platforms in 
markets, media, and politics. These are worthwhile goals. At the same time, well-meaning efforts 
to make data transparent can expose individuals’ sensitive private information. Differential 
privacy and secure multiparty computation are two of the most promising technologies for 
protecting privacy in these domains, and policymakers should ensure that these strategies are 
implemented alongside transparency initiatives. 
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Introduction 

It is rare for a week to pass in the United States without some new privacy scandal. 
Sometimes the scandal involves a massive breach of sensitive personal information that was 
inadequately protected. Other times it involves a deviation from promises to keep information 
confidential or secure. And other instances involve unexpected or unwanted data collection, 
retention, or use, or the repurposing of data to further a different, unanticipated objective. These 
privacy scandals are costly to society. They result in embarrassment, psychological harm, a loss 
of control, and financial damage. As a result of these harms, consumers may disengage from 
using digital platforms, they may engage in less online commerce, they may become more 
reluctant to say what they think, they may curtail their communications with intimates, and they 
may take steps to disguise their identities through the use of deception and other self-help 
strategies. Failing to protect privacy generates significant social costs; that much is clear. What’s 
less clear is the answer to the question, “What should be done?” 

In addressing this question it is important to recognize that there are issues about which 
consumers’ preferences and needs are heterogeneous. Some consumers are quite concerned 
about the privacy of certain personal information and others are not. Some would gladly trade 
cost or convenience or appealing product features for less privacy, and others would strongly 
object to such swaps. Some care a great deal about keeping information about their political 
beliefs confidential but are less reluctant to share information about their intimate associations. 
For others this hierarchy is reversed. Sometimes consumers want to exercise choices or control 
regarding their private information but find the options confusing or difficult to exercise.  

A response to this question must also recognize that differences in individual privacy 
expectations, preferences, and needs may be attributable to societal or cultural factors. 
Individuals have differing experiences with technology, socioeconomic backgrounds, and 
nationalities, any of which may shape their distinct privacy perspectives. A response must be 
sensitive to these differences and must avoid magnifying inequities and other societal concerns. 
While the sheer complexity of the privacy and security decisions people are confronted with on a 
daily basis may justify a significant role for technocratic expertise, it is important to remain 
cognizant of the dangers of regulatory capture, the slowness of bureaucratic decision-making, 
and the dangers of paternalistic decision-making that is out of step with evolving consumer 
preferences and practices.   
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I. An Overview of Some Key Problems in Privacy and Security 

The American approach to privacy makes the country something of an outlier, at least in 
comparison to other liberal democracies. Notable features of the present American approach 
include: (1) its failure to enact comprehensive consumer privacy legislation at the federal level, 
relying instead on sector-specific federal privacy law and state privacy law; (2) the relatively 
weak regulatory powers of the primary federal enforcement agency in the United States; (3) a 
reliance on class action suits to deter and punish various privacy violations and security 
breaches; and (4) a hierarchy of values that generally emphasizes free speech interests. As a 
result, significant gaps exist in American privacy law, and whether a particular act generates 
legal consequences depends on which part of the United States a party finds itself in and what 
the incentives are for regulatory agencies or private litigants to file suit. Moreover, in some 
instances, significant privacy harms may not lend themselves to constitutionally permissible 
remedies in the federal courts.  

Foreign observers sometimes believe that American privacy protections are nonexistent 
because there is not a single authoritative and universal law that protects a particular set of 
privacy interests. That is an error. Some key components of global privacy law—like data breach 
notification laws or the Fair Information Practices—have emerged in the United States and been 
widely adopted elsewhere. There are some American states that have embraced or are moving 
towards comprehensive consumer privacy legislation, such as the recently adopted California 
Consumer Privacy Act. And there are some areas of the economy—such as the 
telecommunications, health care, criminal justice, and education sectors—where federal privacy 
protections are relatively robust by global standards. American privacy laws are relatively 
complex, and in most of the country they are relatively lax or incomplete, but legal protections 
for privacy are far from nonexistent. 

Another distinct feature of the American approach to privacy is a relatively high level of 
stated government confidence that market incentives will safeguard consumer privacy and 
security interests without the need for regulatory interventions. From that perspective, firms will 
compete over privacy and security, and the companies that fail to deliver what consumers want 
will be driven out of business. Whatever the merits of a hands-off approach to privacy in theory, 
in practice it has largely failed. To be sure, we do see evidence that firms in industries where 
privacy and security are particularly important (such as financial services or cloud computing) 
invest more resources in privacy and security than firms in industries where those concerns are 
less salient.372 In some extreme and salient cases, executives have lost their jobs because of 
privacy snafus. But prominent market failures persist, justifying smart regulatory interventions. 
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A. Why Market Solutions Often Fail 
There are several important potential sources of market failure. First, many of the harms 

associated with privacy and security breaches are not internalized by firms. A breach might not 
be discovered until months or years after it occurs—if ever. Another reason for this dynamic 
relates to the difficulties of tying many secondary harms to a particular failure by a company. For 
example, a consumer might be victimized by identity theft but unable to trace the identity theft to 
any particular breach. Perhaps the same consumer information was breached several times in 
recent years, making it difficult to establish a causal connection between a corporate practice and 
a negative consequence. The more breaches occur, the more vexing this problem becomes.  

A second reason why harms aren’t fully internalized involves the costs to consumers of 
monitoring the consequences of privacy snafus. As corporate errors become more commonplace, 
there is less sustained attention devoted to each one in the media and other sources. With the 
exception of catastrophes like the Equifax breach or Cambridge Analytica scandal, it is likely 
that a new privacy goof will come along quickly to push the most recent breach out of a 
consumer’s news feed. Even individualized data breach notifications, whose prompt 
dissemination is mandated by law, can get lost or ignored in a sea of other mandated disclosures. 

Third, decision-making over privacy is so complicated that consumers often do not 
understand the nature of the bargains they are making when they agree to share personal 
information in order to use a non-priced good or service. A major reason is the problem of 
unanticipated uses and failures of imagination. Thanks to advances in computing power and data 
mining techniques, new uses of old data are regularly discovered. Many consumers do not even 
understand how data they surrender is used contemporaneously. It is therefore unreasonable to 
expect them to anticipate the sorts of uses that data they share today will be put to in three, five, 
or ten years. If and when such data is used in a way that disadvantages consumers, they will be 
unable to tie that harm to the company they shared it with, even if the company still survives as a 
going concern. When consumers come into direct contact with dozens of companies and indirect 
contact with hundreds, it is unrealistic to expect them to perform due diligence by reading 
privacy policies and devoting resources to understanding all their implications. As a result, 
markets function poorly to constrain companies that engage in controversial privacy practices. 

Fourth, a great deal of personal information is held by firms with which consumers have 
no direct contact. These may be data brokers, credit agencies, and vendors who have purchased 
data; or prospective employers, landlords, and insurers with whom a contractual relationship 
never materialized. Any consumer efforts to penalize firms that have behaved badly will be 
dampened by the indirect nature of these relationships, and intermediary firms therefore will not 
internalize fully the externalities associated with data breaches. 
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Fifth, in many instances markets may fail to satisfy consumer preferences because of the 
“collective privacy” problem.373 That is, information about each consumer is distributed, leaving 
the person whose information is at issue with incomplete control over the dissemination of that 
information, even if she takes all reasonable precautions to preserve its confidentiality. For 
example, suppose one sibling decides to share her information with a genetic testing firm. The 
other sibling, whose genetic attributes can now be inferred, may object strenuously to the 
placement of this information in the hands of a proprietary firm. But the law provides the 
objecting sibling with essentially no recourse. Along similar lines, even if an individual elects 
not to join a social media platform, her friends and relatives may reveal a good deal of 
information about her that can then be used in ways that affect her life. Photos of her may 
appear, and stories about what she said or did may be widely shared. The problem is particularly 
acute for children, whose parents and peers often share sensitive information about them online 
without fully understanding the future ramifications.  

Sixth, firms often face dampened incentives to differentiate themselves with respect to 
privacy, especially via consumer-facing advertising. Except in rare instances, privacy is not the 
most salient attribute for consumers when considering a good or service. A firm that seeks to 
raise awareness about the relative strengths of its privacy practices compared to its competitors 
has to worry about spooking consumers into avoiding the product or service line altogether. As a 
result, while there have occasionally been splashy marketing campaigns emphasizing a particular 
company’s commitment to privacy, these sorts of campaigns have been either short-lived or 
implemented on behalf of niche products with small market shares. 

Finally, consumers are often left to bear the burden of data breaches themselves. While 
consumers may hear about data breaches after they occur, they rarely know what steps to take in 
reaction. Data breaches can have cascading consequences as hackers leverage the information 
stolen to cause further damage. Consumers face difficulties evaluating these cascading 
consequences and mitigating the harms. Furthermore, it is difficult for consumers to evaluate a 
firm’s investments in data security. Indeed, firms have incentives to obfuscate their efforts on the 
data security front because information they share with consumers will inevitably make its way 
to hackers, who can use this information to discover vulnerabilities.  

In summary, while firms plainly have some incentives to deliver privacy and security to 
consumers, there are lots of reasons to explore regulatory interventions.  

B. Shortcomings of Notice and Choice 
One variant of a market-oriented approach to protecting privacy is notice and choice. The 

notice and choice approach dictates that consumers be informed of what firms are doing with 
personal information so they can make their own choices about how and whether that data 
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should be used. There is nothing wrong with this approach in the abstract. Indeed, the approach 
has the potential to accommodate the heterogeneity of consumer preferences and values. In 
practice, however, notice and choice has largely failed as a regulatory strategy for some of the 
aforementioned reasons. For example, the kinds of choices that consumers are being asked to 
make are too complex and too speculative, especially given the open-ended nature of the privacy 
policy language that is placed in front of them.  

Notice and choice, as presently practiced, fails for a broader reason as well. The 
information that gets disclosed to consumers is too voluminous and intricate for consumers to 
read, understand, and then make a well-informed choice that reflects their values, preferences, 
and interests.374 Were consumers to have relationships with just a few entities, such investment 
of time and cognitive resources might be realistic. In a world where consumers have dozens of 
apps on their smartphones, visit numerous web sites, and bring an increasing number of 
connected devices into their homes and workplaces, notice and choice fails. Consumers click “I 
agree” without reading and hope for the best. 

Various proposals have emerged to enhance notice and choice through techniques like 
visceral notice or highlighting unexpected terms.375 While these approaches represent an 
improvement over the status quo, they too run up against constraints. For example, visceral 
notices that grab consumers’ attention may work well initially, but once the technique is 
employed in even a modest number of interactions it appears to lose its force. When everything 
is visceral, nothing is. The limited empirical testing that has been done on these sorts of 
techniques also suggests they are of limited utility. 

A further problem with notice and choice is that a consumer’s choice might not be freely 
exercised. Companies have become increasingly sophisticated at nudging consumers into acts 
and omissions that result in privacy practices that are good for corporate bottom lines but may be 
at odds with what consumers would prefer were they to understand fully the nature of their 
interactions. The legal system in the United States has been quick to deem consumers as having 
consented to terms and conditions despite genuine reason to believe that their consent is the 
product of manipulation rather than free choice.376 Below, we will examine this issue in much 
more depth and identify appropriate interventions. 

C. Harmonization Challenges 
Digital Platforms operate in global marketplaces. This presents real challenges for firms. 

First, because national and multinational regimes for regulating privacy and security vary, 
practices that are lawful in one country may be unlawful in another. Second, for efficiency 
reasons, it may make sense for personal information to be gathered in one country and then 
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analyzed in another. Third, even firms that primarily operate domestically in the United States 
must deal with increasingly diverse state law regimes. This means that cumulative obligations 
regularly arise under state law, compliance burdens increase, and legal conflicts can occur—
especially where extraterritorial law enforcement or national security interests are involved. 

International tensions involving data privacy have already manifested. Most prominently, 
the Court of Justice of the European Union’s decision in Schrems struck down the US-EU Safe 
Harbor Agreement that permitted personal data of EU citizens to flow across the Atlantic. The 
quick negotiation and implementation of the EU-US Privacy Shield Framework as a replacement 
prevented an immediate crisis, but there are reasons to worry that these kinds of issues will recur, 
particularly if the GDPR and American law continue to diverge. Indeed, new legal challenges to 
Privacy Shield are presently pending in Schrems II before the Court of Justice. The results could 
be quite negative for American technology companies that have substantial business activities 
overseas.  

The costs of complying with different sets of state laws also can be high. States may 
legislate without giving adequate consideration to the compliance burdens that are imposed on 
firms that operate nationally. These kinds of costs may be borne more easily by well-capitalized 
digital platforms that enjoy economies of scale. For new start-ups the costs may be much more 
significant, and the burdens associated with complying with every state law could function as 
barriers to entry. In other instances, the existence of an unusual law in one state may create 
surprises for firms. For example, Illinois has a unique law limiting the collection and use of 
biometric information, one that enables people whose rights are violated to file a civil suit and 
recover minimum statutory damages. The law has given rise to a number of class action suits 
involving the use of facial recognition and fingerprint applications. In the first half of 2019, class 
actions invoking the Illinois law were being filed at a rate of approximately one per day. While 
some companies were no doubt aware of the Illinois law when they were designing their 
products to integrate biometrics, other companies were caught unaware and now face the 
prospect of significant legal liability. Ignorance of the law is no excuse, but imposing obligations 
of this sort at the national level provides greater notice to firms that wish to operate in a national 
marketplace. 

D. Limited Resources for Deterring Privacy Violations 
To the extent that the American legal system has a primary cop on the beat of privacy and 

security, that entity is the Federal Trade Commission (FTC).377 But the Commission is 
hamstrung by its limited authority to police privacy. The FTC primarily addresses privacy issues 
pursuant to its power to regulate unfair and deceptive practices in trade. Congress has imposed 
significant procedural burdens on administrative rulemaking under that authority, such that the 
FTC must resort to individual enforcement actions and case-by-case articulation of privacy law. 
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Congress has also constrained the FTC’s monetary penalty authority in unfairness and deception 
cases to violations of consent decrees, effectively creating a “two-strikes” system—a firm’s first 
privacy violation results in a consent decree, and only subsequent violations can result in 
penalties. Thus, for example, the FTC’s ability to fine Facebook $5 billion in 2019 for its actions 
with respect to Cambridge Analytica depends entirely on a 2012 consent decree between 
Facebook and the FTC, which arose from a prior privacy snafu. Were it not for that earlier 
consent decree, Facebook would not face monetary penalties for its actions, at least not insofar as 
the FTC is concerned. 

It is also widely believed that the FTC lacks the resources to regulate privacy effectively. 
Only 46, or four percent, of the agency’s 1,141 employees work in the Division of Privacy and 
Identity Protection. And only about five of the FTC’s employees are technology experts. The 
FTC’s professional consumer protection staff is commendable but as the role of digital platforms 
in our economy has grown, regulatory resources have not kept up. As a result, many major 
problems involving privacy and security are discovered and publicized by other entities, such as 
investigative journalists, state attorneys general, academic researchers, and experts hired by class 
action attorneys. Resource constraints render the FTC a reactive regulator rather than a proactive 
one. 

Class action litigation has achieved some success, mainly from a deterrence perspective. 
However, class actions rarely result in the victims of privacy and security snafus being made 
whole for the associated psychological costs. Such litigation is lucrative for the attorneys who 
bring suits successfully and has incidental benefits for the privacy-related non-profits that 
sometimes receive large payouts pursuant to settlements. Plaintiffs’ lawyers will gravitate to 
bringing cases under statutes that contain minimum statutory damages provisions. As a result, 
privacy interests vindicated by those statutes are enforced rather aggressively, and comparable 
interests that are embedded in legal frameworks without such provisions tend to get inadequate 
attention. Two results are skewed priorities and a risk of over- and under-deterrence in areas of 
privacy law. 

E. Data Security Threats 
Repositories of consumer data have come under increasing attack in recent years due to a 

unique confluence of technological and market factors. Rather than providing a framework for 
omnibus interventions that would tackle the myriad of problems associated with data security, our 
subcommittee has chosen to focus on a very important but relatively soluble problem, one 
revolving around the use of passwords as access credentials for digital platforms. The reason for 
this focus is that problems around access credentials have similar roots to many of the problems 
pinpointed above in relation to data privacy: the over-reliance on the user to address all the 
shortcomings of their personal choices. 
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Despite repeated efforts to advance alternative schemes for authentication, passwords 
remain ubiquitous on the web because no single alternative scheme is superior to passwords on 
every relevant metric, and passwords have advantages in familiarity and deployment. Large-scale 
data breaches have unfortunately become a common occurrence, ranging from the breach of credit 
reporting agency Equifax to the breaches of hundreds of different websites, including major online 
services like Yahoo. Collectively, billions of credentials (pairs of usernames and passwords) have 
been stolen. The most obvious consequences of these breaches are to the service that was breached. 
Once a breach is discovered, which unfortunately can take years, the breached company typically 
forces a password reset for all affected accounts. However, in many cases other companies are at 
risk. While each website or service typically runs its own authentication system (i.e., most users 
have an account unique to each service, rather than a federated identity controlled by a single 
service-agnostic entity), information stolen from data breaches can inextricably bind the fates of 
otherwise independent accounts at competing companies. 

Most websites limit the number of log-in attempts for a particular account, which might normally 
prevent guessing attacks for all accounts other than those with the most predictable passwords. 
However, when an account holder has had their account credentials on another service breached 
and the accounts can be associated across services (e.g., because they share the same username or 
registration email address), guessing attacks can become a major threat. This is because users 
frequently reuse passwords across accounts. Even when the passwords are not exactly the same, 
attackers can often guess similar passwords in fewer guesses than would set off alarms on most 
services. As a result, attackers use credentials stolen in data breaches to make highly targeted 
guesses, frequently compromising accounts successfully.  

 A core issue is that the whole authentication system overly relies on users policing their 
own password use. Crucially, companies and organizations do not know which of their users have 
chosen a similar password for their account with a competitor—something that prevents “security 
coordination” among companies. Compounding this problem, users themselves are many times 
not fully aware of the risks involved in password re-use. The makers of password manager software 
have tended to design the software not to castigate users for reusing passwords, worried that being 
too heavy-handed would encourage the user to stop using that password manager and potentially 
turn to a competitor. The abundance of websites that require logins and passwords for trivial 
matters, and the feeling that these are low-stakes decisions, encourage re-use and diminish 
incentives for monitoring data breaches. In addition, companies may not disclose data breaches to 
users in sufficient detail or in a timely manner. Even when notified of a password-related data 
breach, users may not fully understand the causes of, or mitigations for, their vulnerability to 
account compromises related to password reuse.  

In short, the system places a significant burden on users to constantly police the security 
of their accounts in a context where many might not even recall that they reused the same password 
elsewhere, or they might not understand why doing so is problematic. As a harm-mitigation 
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strategy, companies like Facebook seek out (and in some instances purchase) lists of stolen 
credentials from hackers to proactively lock their own users’ accounts. This state of affairs 
represents a market failure. Authentication systems are siloed, each controlled by a single 
company. Following data breaches, other companies and organizations are at risk because of 
password reuse, yet they do not know for which accounts this is the case, nor do the users 
themselves. And when companies buy information from hackers to try to fill these gaps, they 
provide a (marginal) incentive for hackers to obtain sensitive personal information in the future. 

This dynamic takes place in a context where data breaches are becoming increasingly 
costly. Data about an individual stolen in a data breach can also be weaponized against data 
subjects or even their employers, friends, and relatives in other ways, such as by enabling an 
attacker to engender misplaced trust by demonstrating knowledge of this information. For 
example, phishing attacks (fraudulent emails designed to cause an individual to disclose personal 
information or credentials, or to provide access to a resource) have become increasingly targeted 
through the inclusion of user-specific personal information (e.g., knowledge of friends’ names, the 
inclusion of the user’s phone number or past purchases) in recent years. These targeted attacks are 
known as spear phishing. We expect that spear phishing attacks will become even more targeted 
in the near future as attackers amass data stolen in data breaches, including an individual’s personal 
information lost directly in the data breach, information gleaned from accessing accounts (e.g., an 
email inbox) using credentials stolen in a data breach, and the ability to send messages from 
breached accounts in the first place. These types of information hold the potential to fool a victim 
into mistakenly thinking an email is legitimate. Spear phishing can have disastrous consequences 
for the victim, as exemplified by the exfiltration of John Podesta’s emails during the 2016 
presidential campaign. Unfortunately, individuals will often know, at best, the broad types of 
information stolen in a data breach, not the specific information nor comprehensive steps for 
remediating the breach. As a result, targeted phishing attacks using stolen information will become 
increasingly difficult for individuals to recognize. 
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II. Existing Approaches to Protecting Privacy and Security 

A. FTC Enforcement 
The Federal Trade Commission seeks to deter unfair and deceptive consumer privacy and 

data security practices though enforcement of section 5 of the FTC Act against entities engaged 
in practices that are likely to cause substantial injury to consumers. In addition, the FTC is 
charged with enforcing the Children’s Online Privacy Protection Act of 1998 (COPPA), the US-
EU Privacy Shield, and, joint with another agency, the Fair Credit Reporting Act (FCRA) and 
Gramm-Leach-Bliley Act (GLBA). These last two statutes, among other things, seek to protect 
financial information. Almost all FTC actions result in a settlement or default judgment. As a 
result, there are barely any judicial decisions involving the FTC in this area.   

Since 1995 the FTC has enforced the self-imposed duties that firms laid out in privacy 
policies. Though the FTC did not require any specific terms in such policies, it did require that 
firms live up to the promises made in those agreements as failure to do so would be considered a 
deceptive trade practice. Most FTC activity in this space involved actions of this type. These 
include actions against Facebook for failing to keep its promise to keep consumer information 
private, against AshleyMadison.com for suffering a massive data breach and thus failing to keep 
its promise to keep their customer information secure, and against Uber after it breached its 
promise to monitor employee access to consumer data, among others. As parts of the consent 
decree with the FTC, the violating companies agree to correct their violating behavior by, for 
example, implementing comprehensive data-security assessment in the case of 
AshleyMadison.com, or undergoing a comprehensive privacy program and obtaining regular 
independent audits in the case of Uber. The consent decree also will usually provide “fencing-in 
relief” that sweeps more broadly than the initial violation, providing the FTC a foundation for 
subsequent enforcement actions involving the same firm. 

A limitation to this approach is the fact that firms making few or no promises in their 
privacy policies can avoid some FTC actions. In a handful of cases, the FTC has brought actions 
against firms for deceptive omissions, as it did in an action against Nomi Technologies, a firm 
providing in-store tracking technology that promised to give consumers an opt-out choice but 
later failed to do so. In a minority of cases, the FTC has brought actions against firms that it 
alleged were engaging in unfair practices. While “unfairness” is an intentionally broad concept, 
section 5 requires additional elements for an unfairness claim (including harm to consumers) that 
can be difficult to prove in some privacy cases.  

The FTC has brought around 200 privacy cases to date, representing an average of about 
ten cases a year. While the FTC is strategic in the actions that it brings, often focusing on large 
companies, there is reason to doubt the overall deterrent effect given the small number of cases 
and the small penalties.  



 
 

224 
 

B. California law 
Perhaps the most notable state regulation is the California Consumer Privacy Act 

(CCPA), which becomes effective on January 20, 2020. The CCPA applies to for-profit 
businesses that have annual gross revenue in excess of $25 million, receive or disclose 
information of more than 50,000 California residents, or derive more than 50% of their annual 
revenue from selling California residents’ data. Personal data is defined broadly, and includes 
information that relates to, describes, or could be used to identify California residents or 
households. The CCPA provides exceptions for de-identified or aggregate data, but the scope of 
those terms remains ambiguous.  

The CCPA requires businesses to inform consumers, at or before the point of collection, 
of the categories of personal data being collected and the purposes the data will be used for. In 
addition, businesses must provide notice and the opportunity to opt out of third-party data 
sharing. Online privacy policies must describe a consumer’s CCPA rights, and businesses are 
prohibited from including contract provisions that limit a consumer’s enforcement remedies. 
Consumers also have the right to request information concerning the source of the data, the 
specific types of data being collected, and the categories of data being shared with third parties. 
In general, the CCPA does not create specific data security rules, though it does require 
businesses to maintain reasonable security procedures appropriate to the nature of personal 
information being collected. 

The California Attorney General is given primary enforcement authority, though 
consumers also have a (very) limited individual and class action right of action regarding the 
law’s data breach provisions. The AG may seek injunctive remedies, or impose fines of up to 
$7,500 for each intentional violation and $2,500 for unintentional violations. 

Even before the CCPA was enacted, California had heightened privacy requirements on 
the books. The California Online Privacy Protection Act (CalOPPA), for example, requires 
online services to post privacy policies, which sets up subsequent FTC or attorney general 
enforcement. The state’s data safeguard law also requires reasonable data security precautions 
and is enforceable as a violation of California’s unfair competition law. 

C. Proposed Domestic Legislation 
Privacy and security concerns have helped spark creative legislative proposals. Numerous 

pieces of proposed legislation have been introduced within the last year at both the state and 
federal level. The list of pending bills is long and grows by the month. Here we wish to highlight 
a couple of significant recent proposals that are particularly germane to this report’s emphasis 
and recommendations.  

In January 2019, Washington State Senator Carlyle introduced the Washington Privacy 
Act, which was approved by a majority of the state Senate but stalled in the state’s House of 
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Representatives. The law was similar to the CCPA in many respects, though the version 
approved by the Senate differed from the California law in that it lacked a private cause of 
action, ceding enforcement to the state attorney general’s office. The proposed legislation would 
also restrict the use of facial recognition technologies in both the private and public sectors. It is 
likely that such legislation will be reintroduced in the 2020 legislative session. Other states such 
as New York, Texas, and Massachusetts are also considering similar legislation, and Maine and 
Nevada have enacted more limited versions. 

In April 2019 Senators Warner and Fischer introduced the federal Deceptive Experiences 
to Online Users Reduction (DETOUR) Act. The bill is, as far as we know, the first federal 
legislation that takes aim at the problem of dark patterns online and their use to convince 
consumers to part with personal information. The legislation would only apply to online services 
that have more than 100 million monthly users. Among other provisions, the bill would make it 
unlawful “to design, modify, or manipulate a user interface with the purpose or substantial effect 
of obscuring, subverting, or impairing user autonomy, decision-making, or choice to obtain 
consent or user data.” The proposed legislation also includes a safe harbor for firms engaging in 
conduct that establishes “default settings that provide enhanced privacy protections to users or 
otherwise enhance[s] their autonomy and decision-making ability.” The FTC would have 
authority to enforce the law, which treats violations as unfair or deceptive practices in trade. A 
key dimension of the bill is how to identify user interfaces that have the “substantial effect of 
impairing user autonomy, decision-making, or choice.” That is a problem to which our report 
devotes significant attention. We provide a proof of concept for a relatively clear rule that can 
differentiate permissible persuasion from impermissible dark patterns. 

D. GDPR 
The European Union’s General Data Protection Regulation (“GDPR”) is perhaps the 

most ambitious privacy and security law to date. The GDPR imposes strict rules for data 
processing and creates significant rights for data subjects. The GDPR defines personal data as 
any information relating to an identifiable or identified person, and provides heightened 
protections for sensitive personal data, including race, health, sexual orientation, and criminal 
records. 

The GDPR applies to all EU entities and to non-EU entities that process personal data of 
EU residents either in connection with an offering of goods or services or for the purposes of 
behavioral tracking. EU member state data protection authorities will be the primary enforcers 
and can assess fines as high as 4% of an entity’s global annual revenue or €20 million, whichever 
is greater. The GDPR also includes a private right of action, a class action right, and a third-party 
right of action that allows non-profits and trade associations to sue on behalf of consumers. 

The GDPR distinguishes between data “controllers” and “processors.” Data controllers 
determine the purpose of data collection and the means of data processing. Data processors 
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receive and handle data from controllers. Controllers generally must comply with heightened 
obligations. Controllers, for example, must demonstrate compliance not only for themselves, but 
also for the processor. In addition, controllers are also generally responsible for monitoring their 
processor’s behavior. The GDPR requires that data controllers inform consumers about how their 
data will be used, how long the data will be kept, and how they can exercise their data-related 
rights. Controllers must also disclose any third party that will handle consumer data. It also 
requires that all privacy policies be written in clear, plain language. Furthermore, the GDPR 
incorporates principles of privacy by design and privacy by default. The former requires data 
controllers to implement privacy protective measures like pseudonymization and data 
minimization into the design of products and services. The latter obligates controllers to establish 
default rules that reduce the risks associated with the unnecessary collection, processing, 
retention, or dissemination of personal information. 

The GDPR also provides consumers with a number of rights. Consumers can request that 
data controllers provide an explanation of what data they are collecting and how they are using 
it. In addition, consumers can request that data be corrected or erased. Though controllers may 
share personal data with third parties to fulfill the original purpose of processing, they may not 
do so for a different purpose unless the consumer consents or the controller uses a new legal 
basis. Personal data can also be transferred outside the EU, but generally only under 
circumstances where substantially equivalent privacy protections remain in effect. One important 
such ground is an “adequacy decision” by the European Commission, which certifies that the 
non-EU country has adequate personal data protection. 

Finally, the GDPR requires firms to maintain certain data security practices. Data 
controllers, for example, must engage in data minimization by collecting only the data necessary 
to carry out a particular task. Firms must also implement appropriate technical measures to 
ensure security appropriate to the risk of accidental or unlawful destruction, loss, or unauthorized 
disclosure or access of personal data. Although the GDPR does not impose any specific security 
practices, it recommends pseudonymization, encryption, and regular security testing, among 
other things. In addition, personal data can only be retained for as long as necessary to fulfill the 
original basis for collection and processing, though there are a few exceptions for when data is 
used for the public interest.  

E. ALI Privacy Principles Project 
The American Law Institute’s (ALI) Data Privacy Principles project began in 2013 under 

the leadership of Paul Schwartz and Daniel Solove. The ALI project (which the subcommittee 
chair has worked on as Adviser) is an ambitious effort to identify best practices in data privacy 
and security and to use these principles to help lawmakers and regulated entities develop sound 
principles for managing personal information. The project has made considerable progress in the 
six years since it began and was approved by the ALI Membership in 2019, marking the 
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project’s completion. Since the process for drafting ALI Principles is highly collaborative, and 
the norms of the organization nudge its work product towards consensus ideas, its drafting has 
offered opportunities for many stakeholders to shape its content.  

The core provisions of the current draft of the Privacy Principles deal with the 
transparency of use of personal information, the appropriate role and process for providing notice 
and obtaining individual consent, the scope of confidentiality duties, the importance of use 
limitations, and the placement of limits on data retention and downstream transfer. The 
Principles also advocate for user access, error correction, and data portability rights that are 
grounded in existing frameworks like the Fair Information Practices and the GDPR. Other 
provisions in the principles would impose obligations on firms that collect or process personal 
data to employ reasonable data security protections. The Privacy Principles project embraces the 
imposition of some new duties on the operators of digital platforms, and it attempts to do so in a 
relatively comprehensive way. Given its recent adoption, we do not endeavor here to replicate 
the comprehensiveness of that effort. Nor are we as constrained as the ALI is to identify existing 
approaches that are already working in some parts of the world or nation. We hope the approach 
we lay out below will supplement the ALI’s work by being both narrower in its scope and also 
more ambitious, nimble, and imaginative about how thoughtful legal regulation can proceed.  

F. Industry self-regulation 
There have been a number of attempts by firms, sectors, and trade groups to self-regulate, 

including attempt to adopt “trustmarks” (such as TRUSTe and BBB Online) and codes of 
conduct. These efforts have mostly failed for lack of adoption, limited consumer protections, and 
lax enforcement and monitoring.  

A related approach has been the development of privacy protections through multi-
stakeholder processes. The National Telecommunications and Information Administration 
(NTIA), for example, worked with industry groups to develop privacy guidelines for the 
Organization for Economic Cooperation and Development (OECD). More recently, through 
cooperation between government, industry leaders, and consumer advocates, the NTIA has 
developed reports outlining best practices for data security and the commercial use of facial 
recognition, among other technology topics. Multi-stakeholder cooperation is attractive in theory 
because solutions would reflect industry needs and knowhow as well as consumer privacy 
interests. Yet multi-stakeholder regulation can only work if there is scope for agreement among 
key stakeholder groups, incentive to reach agreement, and self-monitoring and policing. These 
conditions have yet to manifest themselves. Our candid impression is that multi-stakeholder 
processes have often been employed more as a pretext for delay than as a substantive alternative 
to privacy regulation. 
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III. Paths Forward: Default Rules, Constraints on Dark Patterns, 
and Improved Authentication 

The enactment of a comprehensive privacy and data security law at the federal level is a 
major item on the congressional agenda. Various thoughtful proposals have emerged from 
legislators and from organizations with substantial expertise. Our hope in this section is to offer a 
possible central organizing principle for such legislation, one that differs in emphasis from both 
the American status quo and a European approach that combines prescriptive rules with 
enormous discretion to bureaucratic decision-makers. One aim of our proposal is to 
accommodate the significant heterogeneity that exists among consumers with respect to personal 
information while condemning corporate practices that use that heterogeneity as a pretext for 
manipulating consumers into making choices that undermine their welfare. 

 Our second goal is to create legal safe harbors for competing firms to collaborate with 
respect to a common threat stemming from state- and non-state actors seeking to penetrate 
existing data security protections. Existing efforts to facilitate the sharing of information between 
competitor firms have not solved the legal problems associated with this sharing, nor have they 
developed adequate incentives to facilitate such sharing, like well-designed clearinghouses for 
personal information that may be mirrored to control access to the interfaces and databases of 
many companies. Our proposal attempts to make progress on that key challenge. 

A. Default Rules for Privacy Policies 
In the United States, contractual relations between individuals and firms are typically 

governed by bodies of law that include both mandatory and default rules. Mandatory rules 
govern parts of a contractual relationship that are determined by law and that provide rights and 
obligations that cannot be waived. An example of such rules is the duty of good faith under 
Article 2 of the Uniform Commercial Code (UCC), which governs the sales of goods. Default 
rules are also determined by law, but they can be modified contractually by the parties. Default 
rules can be created by various organizations, be they public or private, and then adopted 
contractually by the parties. Yet it is the state that typically selects the content of both default 
rules and mandatory rules.  

Most contract rules are default rather than mandatory, since default rules allow 
transacting parties to opt out and customize aspects of their contractual relationships to suit their 
preferences. Their main function is to provide off-the-rack rules that allocate rights and risks 
between parties. Oftentimes default rules mimic the terms that most contracting parties would 
have agreed to mutually, leaving the cost of opting out to be borne by an idiosyncratic minority. 
Other times default rules are information-forcing—they penalize contracting parties with private 
information by encouraging them to reveal such information by contracting out of the 
unfavorable default. Another vital function of default rules is to fill in gaps in incomplete 
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agreements. Default rules govern when contracts are silent as to a particular obligation. Parties 
that fail to specify an alternative obligation are thus governed by the default, even when their 
agreement says nothing about it.  

In their traditional setting, default rules are designed to minimize contracting costs by 
supplying gap fillers and minimizing the costs of opt outs. These purposes fit somewhat 
awkwardly into the consumer setting because consumers are typically ignorant of both the 
content of default rules and many terms of the agreements they enter. Consumers might even be 
mistaken about the relative value of different rules. In some settings, consumers also will lack 
the bargaining power necessary to prompt firms to change the terms of a contract. Most 
consumer contracts are offered in long, standardized forms, usually on a take-it-or-leave-it basis. 
Privacy policies are perfect examples of this.   

In other contexts, as a result of insights from behavioral economics, default rules have 
been designed to be “sticky” and to encourage socially desirable behaviors. Sticky defaults take 
advantage of the costs of opting out. A prominent example of this can be found in the context of 
retirement savings, where the employees are defaulted into saving plans and only a few 
employees will be willing to incur the cost of opting out or cancelling.378 

As noted, default rules are designed to minimize opt-out costs and, in the context of 
nudges, can be sticky. A recent study has identified an additional cost that should factor into the 
optimal design of default rules: information costs.379 When the knowledge consumers need to 
make informed choices is high, consumers might opt-out, even from a sticky default, when it is 
not in their best interest to do so. Thus, when thinking about default rules, regulators should 
consider both the cost of mechanical opt outs (i.e., the cost of clicking, or itemized signing, or 
reading long forms) as well as the costs of becoming informed. As we explain below, firms that 
have a self-regarding interest in having consumers opt out of consumer-friendly defaults can 
manipulate consumers into waiving such protections through various types of behavioral nudges.  

While default rules have been a preferred approach, reliance on mandatory rules rather 
than default rules may be appropriate when significant externalities are present, or when there is 
reason to believe that the entities formulating the mandatory rules can determine what collective 
choices are socially optimal.  

In addition to the aforementioned reasons cautioning against a wholesale use of default 
rules, recent events have suggested that while relying on default rules could accommodate the 
heterogeneity of consumer preferences with respect to what should be done with their personal 
information and what tradeoffs they are comfortable with, constructing a choice architecture that 
facilitates well-informed and autonomous decision-making by consumers is no easy task. There 
is a continuum of privacy and security choices that consumers make every day, and they do so 
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subject to constraints on their time, energy, information processing capacity, and cognitive 
ability. Some decisions that consumers are charged with making are straightforward enough that 
boundedly rational consumers can express preferences that are meaningful and likely to reflect 
their own values. Under these circumstances the legal system ought to respect their autonomous 
choices. For example, even if consumers do not know all the consequences of turning on location 
services while using a navigation app like Google Maps or Waze, many of them likely 
understand enough of the tradeoffs to render their expressed authentic preference a meaningful 
and relevant data point in predicting what they want. Similarly, a consumer faced with a choice 
of whether to store their credit card information at a shopping site they use frequently can make a 
reasonably well-informed choice as to the convenience versus data-security tradeoff involved. As 
long as consumers are adequately informed about the relative value of the default and opt-out, 
empowering consumers to make these kinds of decisions, rather than enabling technocratic 
decisionmakers to decide for consumers, has real virtues. That being said, regulators should 
consider the aggregate effect of forced-choice regimes on consumers’ time and cognitive 
bandwidth. 

At the same time there are other contexts, like those involving privacy and security 
choices, that are very technical or complex (and thus costly for consumers to learn about). In 
these contexts, consumers may be especially prone to exploitation, significant collective action 
problems may arise, and bargaining and preference asymmetries can emerge. In other 
environments, the overwhelming majority of consumers may have a known, homogenous 
preference with respect to aspects of a transaction that are not especially salient. Relying on 
consumers to vindicate their interests through some combination of notice and “choice” is 
unrealistic, given the other demands on consumers’ time and attention. These kinds of problems 
are sufficiently prevalent to render mandatory rules a key toolkit for privacy regulators, precisely 
because in those settings we can be less certain that whatever preferences individual consumers 
express via assent to boilerplate language actually further their interests.  

Instances involving externalities and collective action problems present perhaps the 
clearest case for shifting from default rules to mandatory rules. An individual consumer’s 
decision to share her DNA or location may also reveal a great deal about her relatives’ genetic 
information or her spouse’s whereabouts. Or an individual may feel compelled to reveal personal 
information he would otherwise prefer to keep confidential because of an unraveling dynamic, 
such as when failure to disclose will induce others to assume the concealer has something 
negative to hide.380 In these instances, deferring to even authentically selected private choices 
may not produce socially optimal outcomes, and there is a strong case to be made for employing 
mandatory rules, especially where society has confidence in the ability of the state to identify 
welfare-enhancing privacy and security choices. 
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Our emphasis here is towards developing privacy default rules that reflect the tradeoffs 
that consumers actually want to make, and that they are capable of making, given the costs of 
educating themselves, evaluating different options, and making choices. Default rules should 
also aid in the important task of filling gaps in the face of contractual silence. It is not uncommon 
for firms to hide their information practices by disclosing next to nothing, or by making it 
difficult for regulators to police unfair and deceptive practices. In such cases, market forces 
sometimes (but not always and not always adequately) penalize firms for engaging in practices 
that do not reflect consumer welfare interests. A complete set of rules, default and mandatory, 
would fill that significant void. 

1. Determining the Contents of Privacy Defaults 

Existing scholarship has identified several basic approaches to determining the content of 
default rules generally. The most common approach is the “majoritarian default rule.”381 A 
second approach to determining the content of default rules is alternatively referred to as an 
“information-forcing default rule” or “penalty default rule.”382 Such an approach to setting 
default rules arises in settings where it is important to elicit private information from one of the 
parties. The information-forcing default rule imposes a choice by default that the parties are very 
unlikely to prefer. Because the consequences for a consumer of sticking with the default rule are 
likely to be quite negative, the consumer will have a strong incentive to reveal what he prefers to 
the company with which he is doing business, and the company can then satisfy the consumer’s 
preference.  

In the absence of mandatory rules or other benchmarks, firms are presenting consumers 
with terms that maximize profits for the company rather than offering what well-informed 
consumers would prefer if given enough time to make a decision and understand the 
consequences. This strategy of selecting producer-friendly terms is quite plausibly not social 
welfare maximizing, given the potential for disconnect between what consumers say they want 
and what they appear to be receiving from digital platforms. Other times, firms might choose to 
say nothing about particular data practices, leaving consumers (and regulators) uninformed about 
what such practices are.    

2. Data about Consumer Privacy Preferences and Expectations 

The foregoing discussion suggests that it is worth conducting empirical research to assess 
whether it is possible to identify both a consensus among consumers over firms’ practices with 
regard to personal information and sufficient heterogeneity in consumer preferences to warrant 
the use of default rules rather than mandatory rules. In the domain of privacy, consumers have 
well-formed preferences and expectations, particularly in their interactions with familiar digital 
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platforms. Frequently those preferences and expectations diverge. Other times, consumers hold 
incorrect beliefs regarding firms’ practices or their own attributes. To fill in what would 
otherwise be knowledge gaps in this white paper, Jamie Luguri and Lior Strahilevitz launched an 
empirical study of American consumers’ preferred default rules in the consumer privacy domain. 
The study relied on a survey of a census-weighted representative sample of nearly 2000 
American consumers recruited by the survey research firm Dynata. These survey respondents 
were randomly assigned to answer a series of questions about either the level of privacy they 
expect or the level of privacy they desire, and they were asked to confront some of the tradeoffs 
associated with life in the modern world, where consumers often trade personal information in 
exchange for a zero-cost service. The Luguri and Strahilevitz study will be published separately 
this year. 

The study, like previous research, reveals that there was a great deal of heterogeneity in 
terms of how consumers expect digital platforms to collect, use, and safeguard personal 
information.383 For example, a supermajority of respondents understood that Amazon would 
store voice commands that a consumer gave to an Echo smart speaker, and among those 
respondents who understood such storage would occur, the majority stated that this information 
would be deleted either when a user actively deleted that information or when Amazon elected to 
do so. This understanding is consistent with Amazon’s policies. Respondents were roughly 
equally divided on the question of whether the law permitted Amazon to pool information with 
Fitbit to identify customers who were likely to be training for long-distance races. A narrow 
majority was inclined to believe the law permits Amazon to sell information it collects via Echo 
devices to companies such as music streaming services. From a review of their privacy policies it 
appears that Amazon probably does not sell personally identifiable Echo data to third parties like 
music streaming services, though the policy is not clear in this respect; there do not appear to be 
any limits on the transfer of aggregated data, and the policies could be changed by Amazon at 
any time. It is not evident from Amazon’s privacy policies that there are limits on the company’s 
ability to purchase data from a third party like Fitbit, to aggregate that database with Amazon’s 
own data, and then to identify particular kinds of consumers (e.g., long-distance runners) on that 
basis.  

Respondents who were asked about Amazon Echo smart speakers were divided on the 
question of whether they would be willing to pay extra for a version of the Echo that did not 
share users’ personal information with other companies. About 40% of respondents said they 
were willing to do so, and on average they stated that they would be willing to pay an extra $50 
to $60 for such a privacy-protective option after being told that the base price for an Echo was 
about $150. This data suggests a substantial minority of consumers might be willing to pay a 
third more for a smart speaker with these features, though it is possible that Amazon generates 
more than this amount of revenue from the information supplied by each household with an 
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Echo. This kind of information could help inform regulatory decision-making about consumer 
preferences and tradeoffs. That said, while this kind of survey data is illuminating, a cautionary 
note is appropriate because willingness to pay expressed in a survey might not materialize when 
consumers make real-world purchasing decisions. Observational studies therefore would be very 
valuable. 

When researchers examine respondents’ normative views it becomes evident that 
respondents view the storage and transfer of data from Amazon Echo devices as distressing. A 
clear majority believe Amazon should not store such information, and there is a strong consensus 
among respondents that it would be undesirable for Amazon to share information it collects with 
a music streaming service or to merge Echo data with Fitbit data so as to identify long-distance 
runners.  

There were similar dynamics at play when respondents were asked about the use of facial 
recognition data by Facebook and other social networking platforms. Most respondents 
understood that Facebook does use facial recognition technology to help it create templates to 
recognize users in uploaded photos, and that it retains this data until a user or Facebook deletes 
it. Users were divided over the question of whether Facebook is allowed to share facial 
recognition information with a third party such as a maker of police body cameras, though a 
narrow majority of the representative sample said the practice was not permitted (mean = 3.66 on 
a 7-point Likert scale, with 1 indicating definitely impermissible). When asked for a normative 
judgment about such information sharing with a body camera firm, respondents were much more 
hostile (mean = 2.40). It appears from Facebook’s full data use policy that Facebook does not 
engage in such third-party transfers of user information, though the prohibition applies to sales 
and could be altered by Facebook, at least outside of Illinois. Respondents were also close to 
evenly divided on the question of whether Facebook uses information from its facial recognition 
algorithm to tag users in photos uploaded to the site by other users (mean = 4.40)—Facebook 
does engage in this practice unless a user objects. Again, posing the question to consumers as a 
normative one about what the law should permit lowered these values by a little over one point 
(mean = 3.30). The divide between consumers’ expectations and their preferences is particularly 
stark when consumers are presented with binary choices. Fully 67% of respondents said that 
Facebook is allowed to store users’ facial information that it connects with its facial recognition 
technology, but only 36% of respondents said that Facebook should be able to store such 
information. 

The same basic pattern played out with respect to Google and its collection and storage of 
information from Google Maps. A super-majority of respondents believe that Google retains data 
about a Google Maps user’s geolocation after the completion of the trip, and that this information 
is retained until either Google or the user elects to delete it. A clear majority of respondents 
believe that Google Maps is permitted to track a user’s location whenever the phone is turned on, 
even when the app is not in use, as long as the user consents to this when first using the app. 
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Respondents were pretty evenly divided over questions involving Google’s sharing of 
geolocation information collected through Google Maps. A little more than half of respondents 
thought Google was legally permitted to share data about individual users’ whereabouts with 
stores and restaurants that wanted to deliver advertisements to customers who were nearby. And 
a little less than half of respondents thought Google was legally permitted to sell data it collected 
about individual users “to provide other services to consumers free of charge.”  

Again, respondents’ expectations differed from their normative preferences. Clear 
majorities of respondents objected to the sharing of Google Maps information with nearby 
restaurants and stores. Noting that Google would use revenue earned from selling that user 
information to provide other services (like Google Maps or Gmail) to consumers at a zero price 
did not cause that assessment to change. Similarly, respondents did not believe that Google 
should be permitted to retain information about a trip that was taken with the assistance of 
Google Maps once the trip had ended. Most respondents thought it was wrong for Google to 
collect geolocation information from phones that were not using the Google Maps app 
notwithstanding users’ previous authorization of such data collection. 

This disconnect between users’ expectations and their preferences plays out similarly 
with respect to other kinds of privacy scenarios presented to consumers in the same study. The 
results from studies involving the use of genetic information supplied to 23andMe or cell tower 
geolocation information supplied to Verizon Wireless or Gmail storage of user emails were 
broadly similar to the results described above, except insofar as consumers were particularly 
hostile to the sharing of genetic information by a genetic testing firm (e.g., sharing information 
with pharmaceutical companies to help them research new drugs and treatments or selling 
genetic information in order to lower the prices it charged consumers for genetic testing). 
Moreover, the study also measured the effects of posing questions to consumers involving 
established companies like Amazon, Facebook, and Google versus new start-ups entering the 
same industry in order to compete with those highly successful firms. By and large, consumers’ 
preferences and expectations were similar regardless of whether a dominant firm or a start-up 
was involved. The consistent similarity of those responses helps ameliorate what would 
otherwise be methodological concerns about how to elicit an accurate reflection of consumer 
preferences using survey instruments. 

3. Toward “Consumertarian Default Rules” 

We propose that the law select the contents of such default rules based on the results of 
well-designed, scientifically rigorous studies that elicit consumer preferences, opt-out costs, and 
knowledge of the rules and alternatives, as well as ignorance and biases of such rules’ potential 
costs and benefits. Where consumer preferences and expectations match firm preferences and 
practices, those choices should be adopted as majoritarian default rules. Where consumer 
preferences and expectations diverge from firms’ preferences, it often will be appropriate to use 
the consumers’ preferred starting point as a default rule, establishing rights that can be waived if 
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firms are able to convince consumers that waiving those rights is worthwhile. Though our 
proposal mirrors neither the substance nor the structure of the GDPR, the expectations-based 
approach we outline here is compatible with it. Under Recital 47 of the GDPR, “the reasonable 
expectations of data subjects based on their relationship with the controller” may create a legal 
basis for the processing of personal information. The GDPR does not develop a clear 
methodology for determining how data subjects’ reasonable expectations are to be determined, 
and in that sense the data-driven approach we outline offers the comparative virtue of greater 
clarity and predictability. 

 To be sure, such an approach is not devoid of implementation challenges. What should 
happen in instances like those described above, where there is a divergence between what 
consumers say they want and what they expect? There are cases to be made for using either 
consumer preferences or consumer expectations where the two diverge. The legal system might 
determine the default by averaging the two, or by adopting either the preference default or 
expectation default depending on the context of the substantive rule at issue. The law might use 
preferences to set the content of the default rule when consumer expectations do not match actual 
company practices or when a new technology uses personal data in novel ways. In some other 
instances, consumers’ preferences may be unrealistic (because imposing their preferred 
limitations on the use of data would make it impossible for a company offering a useful product 
to be profitable), too abstract (because they are not tied to price versus privacy tradeoffs), or 
unreliable (because they are based on mistaken consumer assumptions, such as when consumers 
misunderstand the fundamentals of the technology they are using). In these varied contexts, 
consumer preferences and expectations could be relevant rather than decisive in determining the 
content of the appropriate default rule. 

Consumers should be able to waive these default protections in instances where their 
counterparty convinces them to do so, provided that the choice architecture employed by the firm 
is non-manipulative and enables consumers to make well-informed decisions about tradeoffs. We 
propose a framework below, in our discussion of dark patterns, for determining whether a 
particular choice architecture complies with this standard.  

There is a sense in which this approach is consistent with the lessons of law and 
economics, in which majoritarian default rules should be employed to minimize transaction 
costs. For example, if both a digital platform and its customers are engaged in a transaction 
where collecting personal information is necessary to facilitate the underlying service that 
customers want and expect from the platform, then it is unproblematic to impose such collection 
as a term of the contract. Doing so economizes on the costs of articulating that shared preference 
in a written contract or privacy policy. 

Majoritarian default rules maximize contracting parties’ joint welfare by selecting rules 
that both parties want. Selecting consumer preferences or expectations as a starting point will 
often be preferred only by parties on one side of the transaction. A more apt moniker for this 
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approach to setting default rules is “consumertarian default rules”—selecting a default rule that 
is preferred by the majority of unsophisticated parties in a transaction, though perhaps not by the 
majority of sophisticated counterparties.  

Conceptually, consumertarian default rules have more in common with information-
forcing default rules than they do with majoritarian default rules. Where a firm does not view the 
choices preferred by a majority of consumers as a desirable contractual arrangement, it has two 
options. Either it can stop offering the good or service in question to consumers, or it can devise 
ways to convince consumers to waive the protections afforded them by default. The available 
evidence suggests that consumers can be convinced to waive legal rights that the legal system 
assigns them by default. For example, research by Lauren Willis shows that banks have been 
quite effective at convincing consumers to waive default protections conferred on them by 
federal law concerning bank overdraft fees. She finds that firms can be successful at overcoming 
“sticky” defaults when (a) they have a strong motivation to do so, (b) they have opportunities to 
ask consumers to waive their rights, (c) consumers find the decision-making environment 
confusing, and (d) consumer preferences are well-defined.384 

To the extent that firms are convincing consumers to waive their default protections by 
confusing them, pestering them, or misleading them, there is no good justification for honoring 
such waivers. But sometimes a firm can and does convince consumers to waive rights that they 
have by default by providing consumers with goods or services that they value more than they 
value those default protections. Indeed, essentially every successful digital platform that employs 
zero-dollar-pricing has done exactly that by convincing consumers that it is in their interest to 
trust a third party with sensitive personal information to which the third party would otherwise 
lack an entitlement. In light of these dynamics, we can expect that the initial assignment of 
privacy-friendly default protections to consumers would not necessarily result in most consumers 
keeping those entitlements. Large numbers of consumers could elect to waive those protections 
in exchange for services they value more from digital platforms. For this reason, regulators 
should pay attention to the cost of opt-out as well as the costs of consumers becoming informed 
about the value of the opt-out relative to the default. Ignorant opt-out can result in welfare 
losses.385 

That said, assigning these protections to consumers would function as a constraint on 
firms that seek personal information from their customers. So long as some well-identified, 
welfare-enhancing practices become mandatory, asking consumers to waive particular 
consumertarian default rights means imposing on their customers’ time. We propose below 
stringent constraints on what constitutes a waiver of a right protected by a consumertarian default 
rule. Waivers would have to meet the standard that prevails in American courts where key rights 
are at stake—there must be a knowing and voluntary waiver of a right. Meaningless rituals that 
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some courts have deemed sufficient to create a contract (e.g., presenting consumers with an 
avalanche of complicated text that the firm knows nearly no consumers will read) would not 
satisfy this heightened standard. Securing these kinds of waivers operates as a time tax on both 
firms and consumers. Firms might not want to initiate those kinds of conversations very often, 
and they will not want to do that with respect to low-stakes issues. Rather, they will of necessity 
pick their battles. For these reasons, in proposing that consumertarian default rules become the 
default for consumer privacy and security, we regard the sticky nature of default rules as a 
feature rather than a bug. Asking consumers to waive rights would squander some good will that 
firms have accumulated with consumers and would risk losing customers by adding friction to 
the user experience. Given that such waivers would need to be narrow in their scope, firms 
would, at a minimum, pick their battles, turning those default rules that firms could live with into 
de facto mandatory rules. 

Moreover, contractual silence will no longer be a benefit for firms where personal data is 
concerned if a company is using personal data in ways that counter consumer expectations and 
preferences. Rather, such silence will become an obstacle that firms need to overcome if the 
benefits of obtaining meaningful customer consent are high enough. Some firms will decide that 
the process of informing their customers of what they want to do and why they want to do it will 
spook enough of their customers away from using their good or service to render it unwise to 
seek permission to waive a default. Requests that would reveal unsavory or controversial data 
practices may bring unwelcome regulatory scrutiny as well.  

In a sense, then, implementing consumertarian default rules will provide some of the 
benefits of information-forcing default rules. By selecting default rules that firms often will not 
prefer, these rules will prompt firms to provide information to consumers and regulators about 
why retaining their entitlements may not be worthwhile. The end results may be conversations in 
which consumers wind up with more information about companies’ use of their personal 
information and the associated tradeoffs. As a result, even instances in which consumers elect 
not to waive their rights could result in learning opportunities for consumers as well as vehicles 
for reflection. All of this raises hard questions about whether these conversations can ever be 
structured in a way that is fair, informative, and satisfying to consumers. We now turn to those 
issues. 

B. Dark Patterns and Manipulation 
Dark patterns are user interfaces that can confuse users, make it difficult for users to 

express their actual preferences, or manipulate users into taking certain actions. The term “dark 
pattern” was coined by user interface designer Harry Brignull in 2010 and is widely used among 
computer scientists. Behavioral economists have tended to use the term “sludge” (i.e., an evil 
nudge) to describe the same phenomena, though the category of sludge is not limited to online 
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interactions.386 Legal scholars have also analyzed similar phenomena, often using the term 
“market manipulation.”387 

Every reader of this report will have encountered numerous dark patterns in their online 
activities. For instance, when a website offers users a chance to sign up for a recurring 
newsletter, the “accept” button might be much easier to find than the “decline” button. Worse 
still, the design of the webpage may appear to require a user to sign up for the newsletter in order 
to continue browsing the site. A firm might employ ambiguous language that confuses 
consumers into sharing more personal information than they intended, or it might require 
consumers who want to select popular settings that protect their privacy but decrease firm 
profitability to jump through a large number of hoops in order to do so. Or a shopping site might 
sneak extra goods a consumer did not select into a virtual shopping cart by default, forcing the 
consumer to delete the items to avoid purchasing them. In these cases, the design interface 
confuses users about their possible choices or makes unrealistic assumptions about what 
consumers are likely to prefer. Dark patterns appear to be proliferating, both in terms of their 
prevalence in e-commerce and the variety of different techniques employed. A recent semi-
automated analysis of popular shopping web sites found that more than 11% of sites employed at 
least some dark pattern strategies.388 

The effectiveness and proliferation of dark patterns is partly a product of technology. To 
start, many interactions are mediated by digital interfaces. People use smartphones and 
computers to complete many tasks and transactions that were previously done in person. The rise 
of digital mediation provides many opportunities for interface designers to rely on dark patterns 
to influence user behavior.  

Many of the inherent problems with dark patterns have implications for information 
privacy. Dark patterns are often used to direct users toward outcomes that involve greater data 
collection and processing. Additionally, the proliferation of data-driven computational methods 
allows firms to identify vulnerabilities of users and to target specific users with these 
vulnerabilities. 

While dark patterns come in a variety of different forms, their central unifying feature is 
that they are manipulative, rather than persuasive. More specifically, the design choices inherent 
in dark patterns push users towards specific actions without valid appeals to emotion or reason.  

1. Defining Actionable Manipulation 

The line between manipulation and persuasion is sometimes difficult to draw, even from 
a purely ethical perspective. Here, we propose a framework that we believe will allow 
legislators, regulators, and courts to define the category of manipulations warranting legal action 
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in a way that is workable and defensible on both economic and moral grounds. The dark patterns 
that we are concerned with can be divided into two (somewhat overlapping) camps: 
manipulation by transaction costs and manipulation by targeting certain sorts of vulnerability. 
Both create market failures by obstructing the market’s responsiveness to consumer preferences. 
As the sparse dark patterns academic literature emphasizes, dark patterns are aimed at “System 
1” thinking, which takes place in decision-making contexts where information is processed 
quickly and automatically, with little consideration and cognitive effort. Dark patterns will be 
much less effective when consumers are making “System 2” decisions that are characterized by 
slow and deliberative weighing of pros and cons.389 Dark patterns that target and exploit certain 
sorts of vulnerability raise additional moral objections. Both implicate the sorts of consumer 
protection issues routinely addressed by legal regulation. 

a. Transaction Costs Dark Patterns 

Some dark patterns—through their design features—impose transaction costs 
unnecessarily on users in order to get them to behave in a way that is advantageous to the pattern 
designer (and often contrary to a consumer’s own interests or wishes). Transaction costs dark 
patterns are quite common and, for the most part, easily recognizable. Examples include 
requiring a user to uncheck multiple boxes to unsubscribe from some website feature, or 
designing a frictionless process for opting in to some web service while making it difficult and 
time consuming for users to opt out. An app might repeatedly prompt users to opt in to sharing 
their locations, but then never ask users who eventually accede to the requests to stop sharing 
their locations. While transaction costs are endemic to market transactions, they are always 
wasteful. Transaction costs dark patterns of this sort go further, however, by imposing 
unnecessary transaction costs in an attempt to manipulate consumer choices.  

While users across the board will suffer the market waste and distortion caused by 
transaction costs dark patterns, some users will experience the increased transaction costs more 
acutely. Specifically, users who are less tech savvy or do not have the extra time to devote to 
navigating byzantine opt out procedures will be less likely to persist so that they can express 
their authentic preferences in the transaction. Further, these groups may preferentially include 
those who are already at some social disadvantages, such as elderly people with less developed 
technology skills or less educated people. 

Identifying transaction costs dark patterns should be relatively straightforward in most 
cases. The imposition of unnecessary transaction costs is often apparent on the face of the 
transaction, at least as a prima facie matter. For example, if the opt-in design is seamless with 
limited transaction costs, while the opt-out process is burdensome, and if most users would 
prefer to opt out when given an easy option to do so, then there is a prima facie case that the 
website operator is merely adding costs to encourage users to behave according to the website 
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operator’s wishes. Similarly, if there is an obvious design that could reduce transaction costs for 
users but, instead, a website chooses a design that requires additional transaction costs for users, 
then the website is likely employing a transaction cost dark pattern to influence user behavior. 
Discovery or investigation may sometimes even reveal direct evidence of this sort of 
manipulative deployment of transaction costs. Moreover, while there will always be borderline 
cases, potential liability for transaction costs dark patterns should incentivize designers to 
internalize consumer transaction costs to some extent. Since they are the only parties who can 
mitigate this social waste, this internalization of costs is a salutary effect.  

b. Manipulation by Targeting Vulnerabilities 

Dark patterns that manipulate individuals by targeting certain sorts of vulnerabilities are 
particularly troubling. Examples of the sort of behavior include the targeting of advertisements 
based on acute emotional vulnerabilities, such as the recent death of a child, or on specific 
health-related vulnerabilities, such as those related to episodes of mania or depression, as well as 
techniques tailored to exploit vulnerabilities of particular social groups. A person who struggles 
with bipolar disorder may be susceptible to impulse purchase during a manic episode. These dark 
patterns are admittedly more difficult to identify and assess than transaction cost dark patterns 
because differences between individual consumers make it more difficult to distinguish 
unacceptable targeting of vulnerabilities from more morally benign, or at least long accepted, 
persuasion tactics of traditional advertising.  

To be sure, dark patterns need not be personalized. Some dark patterns are troubling 
because they target vulnerabilities that are pervasive, rather than particular to subsets of users. 
Insights from behavioral economics have demonstrated that people also have decision-making 
vulnerabilities—or cognitive biases. One such bias, called loss aversion, may make consumers 
feel the harms associated with losses more intensely than they feel the benefits associated with 
gains. Firms may exploit this bias by falsely indicating that only a few units of the item a 
consumer is examining remain in stock, so the consumer had better hurry up and make a 
purchase before they disappear.390 While recognizing that there is a disputed line between 
consumer protection and paternalism, we put forward a framework for defining legally 
actionable dark patterns of this sort that we argue will permit courts and regulators to make 
distinctions that are similarly clear and predictable to those made in other consumer protection 
law. Each of these factors will be relevant in particular contexts; rarely would one factor be 
decisive. 

Importantly, exploiting cognitive or emotional vulnerabilities does not have a uniform 
moral or societal salience. Put differently, the moral wrongness and social unacceptability of 
exploiting vulnerabilities differs based on the type and degree of vulnerability. Some situations 
or characteristics simply make individuals open to persuasion in morally benign ways. For 
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instance, behavioral data may uncover that a person is usually hungry after getting off work at 
11pm. As a result, this person is served ads for restaurants with takeout that are within a 3-mile 
radius. Similarly, we accept that marketers will exploit some widely held cognitive biases. For 
example, advertisements often employ the bandwagon effect in order to sell products. If 
advertisers’ representations about a product’s popularity are truthful and non-misleading, the 
advertisers’ tactics are not appropriately understood as dark patterns, even though consumers 
might assign undue weight to the product’s popularity and insufficient weight to expert 
assessments of its quality. For similar reasons, tactics exploiting many relatively benign and 
widespread sorts of weaknesses, such as the temptation to eat junk food late at night, have 
generally been considered morally acceptable.  

Exploiting other sorts of vulnerabilities, however, raises graver moral and societal 
concerns. For instance, exploiting the emotional weakness that comes from losing a child has 
significantly deeper moral resonance than exploiting late night hunger. Similarly, exploiting 
mental health issues or the particular technological unfamiliarity of many elderly individuals is 
less acceptable than exploiting the bandwagon effect. 

One approach for identifying the kinds of vulnerabilities that might rise to the level of 
liability when manipulated is to identify vulnerabilities revealed through categories of 
information protected as “sensitive” in positive law. For example, laws treat information about 
sexual orientation, information about disease and other health matters, and information about 
children as worthy of heightened protection. Manipulating someone based on information that 
falls into one of these sensitive classes might be likelier to be deemed worthy of legal action. 

c. Hiddenness 

Manipulative dark patterns are often designed to undermine a user’s deliberation process 
covertly, so that users are unaware that their actions are being manipulated.391 Often, these sorts 
of dark patterns involve outright deception, selective disclosure, or misdirection. For example, a 
number of online shopping sites inform users that “Jane in Anchorage” just purchased the item a 
consumer is scrutinizing online, but in actuality these updates are bogus—the software randomly 
generates a list of names and locations to make it appear that other users are buying the items in 
question. Similarly, shopping sites falsely indicate to consumers that particular items are “in high 
demand” or “in very low stock” to prompt consumers to purchase them immediately, without 
further research or deliberation, and it turns out that some web sites describe the vast majority of 
their inventory in that manner.392 By contrast, persuasion is generally not hidden. Instead, 
persuasion’s appeals to emotion or reason are overt, even if subtle. The idea that consumers 
should be generally aware when others attempt to persuade them for commercial purposes is 
reflected in regulations requiring search engines and media to distinguish between paid 
advertising and other content. At bottom, hiddenness—or whether a person is aware of the 
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influence—is a factor that weighs in favor of identifying a design feature as a manipulative dark 
pattern. 

d. Vulnerability  

Design features aimed at manipulating user choices can now often be targeted based on 
personal information that goes well beyond the sort of general demographic information 
previously available to market participants. Targeting heightens concerns about manipulative 
dark patterns in several ways: It can enhance manipulative power by focusing on the specific 
vulnerabilities of particular individuals, identify areas of vulnerability that were not apparent to 
traditional advertisers and, by isolating individuals’ experiences, make it more difficult for them 
to detect manipulative tactics and account for them in decision-making. Of course, targeting 
exists on a spectrum of granularity that affects the extent of its impact. At the most specific, dark 
patterns can be targeted to distinct individuals. Other dark patterns can be targeted to classes of 
people, such as people living in a certain area.  

Targeting can exacerbate the potential for morally and socially unacceptable exploitation 
of vulnerabilities. Targeting can allow more granular and specific identification of individual 
vulnerabilities, for example by drilling down to a sub-group of elderly individuals who have 
been susceptible to manipulative tactics in the past. Targeting can also increase the power of 
manipulative tactics for particular individuals. For example, if targeting the bereaved based on 
gathering information from obituaries (or listening to police radio) is distasteful or unacceptable, 
targeting based on the immediacy and level of personal detail carried by social media is surely 
more so. Similarly, targeting may allow not only the exploitation of the fact that an individual 
suffers from bipolar disorder, but also the detection of when that individual is going through a 
manic or depressive phase.  

2. A Data-Driven Approach to Spotting Problematic Dark Patterns 

So far, our discussion of dark patterns has been theoretical and anecdotal. Indeed, a 
significant problem with writing about the topic of dark patterns is the dearth of literature on the 
subject beyond some very helpful papers that develop typologies or provide examples of dark 
patterns.393 A helpful taxonomy, developed by Christoph Bösch and co-authors, identifies classic 
types of privacy dark patterns including bad defaults (which we propose a framework for 
identifying above, and one example of which is a choice between “Yes” and “Not Now” rather 
than “Yes” and “No”), privacy zuckering (i.e., providing users options to adjust their privacy 
settings that are needlessly complex, granular, or confusing), forced account registration 
(seeming to require registration to use a service), hidden fees or terms added at the end of a long 
transaction (how did that wind up in my online shopping cart?), forced account preservation 
(making it impossible to delete accounts once created), and address book leeching (requesting 

                                                 
393 (Acquisti et al. (2017); Bösch et al. (2016); Gray et al. (2018); Mathur et al. (2019); Zagal et al. (2013). 



 
 

243 
 

users’ contacts at the time of activation and then spamming users’ contacts with email 
invitations). 

As useful as this research developing taxonomies and identifying examples of 
problematic dark patterns has been, independent researchers are hamstrung by a frustrating 
dynamic. Firms that employ dark patterns know how effective they are. Academics and policy-
makers, by contrast, have only limited data on that front. To correct that unfortunate asymmetry, 
we initiated a new experimental academic study to determine exactly how successful dark 
patterns are at bending consumer will. This study, Shining a Light on Dark Patterns, to be 
published separately by Jamie Luguri and Lior Strahilevitz later in 2019, provides eye-opening 
evidence about the effectiveness and consequences of dark patterns, be they of the subtle or 
blatant variety. 

a. Commissioning a New Experiment on Dark Patterns 

Luguri and Strahilevitz created a novel survey instrument that employs various dosages 
of dark pattern techniques to a large census-weighted sample of Americans (n = 1762). The first 
part of the experiment was a survey instrument in which respondents were asked for their 
preferences or expectations across a host of issues involving privacy and data security. This data 
was used to inform our analysis of consumertarian privacy defaults in the above discussion. 
After respondents completed answering a battery of questions soliciting their views about 
privacy, every participant in the sample was shown a screen indicating that our software was 
“Calculating your privacy propensity score. Please wait.” (This was a ruse.) After a short delay, 
all respondents were informed that our algorithm had identified them as consumers who had a 
“heightened concern about their privacy.” Respondents were also told that using their IP 
addresses and other information they had already provided as part of the survey (their phone 
numbers, etc.) we were able to uniquely identify their mailing address. Experimental subjects 
were further informed that the researchers had partnered with the nation’s largest data security 
and credit monitoring firm, which had automatically signed them up for a data protection and 
credit history monitoring plan. This service would be offered to consumers for free for six 
months, but after the six-month trial period, consumers would be charged a monthly fee 
(randomly varied to show either $2.99 per month or $8.99 per month), though they could cancel 
the service at any time. In other words, we led our experimental subjects to believe that they 
were about to be signed up for a service that most of them did not seek out. The experiment was 
carried out after receiving approval from the University of Chicago I.R.B. to engage in this 
deceptive conduct. 

As part of the experimental manipulation, experiment participants were randomly 
assigned to one of three conditions. The first group (which we will call “easy”) were shown a 
simple yes-no screen and asked whether they wanted to accept or decline this data protection 
service from the researchers’ corporate partners. Neither yes nor no was pre-selected. 
Respondents who selected “Accept” were deemed to have accepted the service. 
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The second group (which we will call the “mild” dark pattern) were shown somewhat 
different options. Instead of boxes with the options labeled “Accept” and “Decline” these 
consumers were shown boxes labeled “Accept and continue (recommended)” and “Other 
options.” The “Accept and continue (recommended)” box was pre-selected, so a user who 
wanted to select that option would not need to toggle the cursor position. If respondents selected 
“Other options” they were shown a screen with two options. Option one read “I do not want to 
protect my data or credit history.” Option two read, “After reviewing my options I would like to 
protect my privacy and receive data protection and credit history monitoring.”  

Members of this second group who selected “I do not want to protect my data or credit 
history” were shown one last screen as part of the experiment, in which they were given the 
prompt “Please tell us why you decided to decline this valuable protection.” They were shown 
the following options and asked to select one: 

o My credit rating is already bad (1) 

o Even though 16.7 million Americans were victimized by identity theft last year, I 
do not believe it could happen to me or my family (2) 

o I’m already paying for identity theft and credit monitoring services (3) 

o I’ve got nothing to hide so if hackers gain access to my data I won’t be harmed 
(4) 

o Other (minimum 40 characters) (5): _______________________ 

o On second thought, please sign me up for 6 months of free credit history 
monitoring and data protection services (6) 

Luguri and Strahilevitz framed these choices to be manipulative in an effort to sway some people 
to opt for option 6. That is, they tried to identify weak reasons for rejecting our service rather 
than compelling ones, and some of the options were framed in a way that might make 
respondents have second thoughts about declining the service. 

Respondents who selected “Accept and continue …” on screen one or “After reviewing 
my options …” on screen two or “On second thought …” on screen three were deemed to have 
accepted the service. All other respondents were deemed to have declined it. 

The third group (which the authors call the “hard” dark pattern condition) were exposed 
to a litany of interventions in sequence. The first two screens respondents in the “hard” condition 
saw were identical to those that the “mild” group saw. After those two screens, respondents who 
were attempting to decline the service were shown a screen with this text: 

You indicated that you do not want to protect your data or credit history. We 
would like to give you a little information so that you can make an informed 
decision. What is identity theft? Identity theft happens when someone steals 
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your personal information to commit fraud. The identity thief may use your 
information to fraudulently apply for credit, file taxes, or get medical services. 
These acts can damage your credit status, and cost you time and money to restore 
your good name. You may not know that you’re the victim of ID theft 
immediately.  

o Accept data protection plan and continue (1) 

o I would like to read more information (2) 

There was a countdown timer at the bottom of the screen that prevented respondents from 
selecting option 2 until ten seconds had passed. Respondents who selected option 2 were shown 
two more similar screens with text describing the consequences of identity theft and the 
prevalence of identity theft in the United States, with the same countdown timer and the 
opportunity to accept the data protection plan on every screen.  

 Respondents who kept refusing to accept the data protection plan were then shown a 
confusing prompt, which read as follows: 

If you decline this free service, our corporate partner won’t be able to help you protect 
your data. You will not receive identity theft protection, and you could become one of the 
millions of Americans who were victimized by identity theft last year.  
 
Are you sure you want to decline this free identity theft protection?    

o No, cancel 

o Yes 

The ambiguity problems with this prompt are significant and intentional. Consumers had to 
select “Yes” to decline the data protection plan. Selecting “No, cancel” would cause them to be 
signed up for the service. The reference to the concept of cancellation was designed to trick 
people who thought they were selecting that box on the mistaken assumption that doing so would 
decline the data protection service. 

Finally, respondents who indicated “Yes” above were shown the same final screen that 
participants in the “mild” condition saw, asking them why they had declined the service and 
providing them with one last chance to reverse course. 

The dark pattern experiment ended whenever respondents provided either a definitive 
“Accept” or “Decline” answer, though for obvious reasons declining was more cumbersome than 
accepting for two-thirds of the sample. At this point, all respondents were asked a few more 
questions and debriefed on the exercise. First, they were asked to describe their current mood, 
using a 7-point Likert scale ranging from 1 (“Happy and relaxed”) to 7 (“Aggravated and 
annoyed”). Second, all respondents were told: “Some survey participants may be contacted to do 
a follow up survey by the same researchers. Are you interested in potentially participating?” 
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Again, respondents could check a box corresponding to a 7-point scale ranging from 1 (“Not at 
all”) to 7 (“Extremely interested”). Third, all respondents were asked: “How free did you feel to 
refuse the offered data protection and identity theft plan?” with choices ranging from 1 (“Not at 
all free to refuse”) to 7 (“Completely free to refuse”). Two more prompts asked respondents how 
seriously they took this survey and asked them to share any questions, comments or concerns 
about the survey. Some respondents used that final prompt to share their displeasure with what 
the researchers had done, though most left this prompt blank. 

Only after this final prompt were experimental subjects told the truth. The experimenters 
did not partner with a data protection company. They had not signed participants up for a service. 
They did not and would not share their responses or demographic information with anybody. 
Their data would be stored only in de-identified form. Luguri and Strahilevitz told participants 
exactly why they were interested in dark patterns and required them to click “I understand” in 
order to complete the survey. This final page also provided the researchers’ contact information, 
though none of the participants contacted the researchers. 

b. What Story Does the Dark Pattern Data Tell? 

The results of the study are striking, demonstrating the powerful force that even mild 
dark patterns can exert on consumer choice. In the easy condition, approximately 11% of 
respondents accepted the data protection plan and 89% rejected it. This statistic probably 
overestimates the consumer demand for a product of this kind since respondents were told that 
they had already been signed up for the service (potentially triggering loss aversion) and a 
pricing system was employed in which customers would pay nothing for six months but might 
have the onus of cancelling subsequently to avoid charges (potentially triggering hyperbolic 
discounting). The researchers had also spent ten minutes priming respondents to think about 
privacy and security, though that prime likely cut in cross-cutting directions as the researchers 
simultaneously claimed to be invading respondents’ privacy in order to help protect them against 
identity theft. Based on the structure of the set-up, 11% is appropriately understood as the ceiling 
for the percentage of consumers who might be interested in the offered product on its own 
merits. 

What happens when the researchers started employing dark patterns to boost acceptance? 
Even mild dark patterns proved very effective. In the mild condition, 26% of respondents 
accepted the data protection plan. This corresponds to a 228% increase in data protection plan 
acceptance compared to the control group with easy opt-out. Thanks to the experimental design, 
it is possible to identify the point at which different respondents agreed to the data protection 
plan. More than three-quarters of accepting respondents accepted the service on screen one 
(which offered a choice between “Accept and continue (recommended)” and “Other options,” 
with the former choice pre-selected). Another 23% agreed to accept the data protection plan on 
screen two. Nearly everyone who made it to screen three (the list of largely bad reasons for 
declining the service, with one final chance to say yes) selected one of the boxes that amounted 
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to a definitive rejection of the data protection plan. Just three respondents relented “on second 
thought.”  

The effects of the hard condition dark pattern were even more pronounced. A battery of 
dark patterns convinced nearly 42% of respondents who completed the survey (217 out of 518) 
to accept the same data protection plan that just over 11% agreed to accept in the easy condition. 
This figure represents a 371% increase in the percentage of respondents who wound up accepting 
the plan compared to the easy condition control group. Once again, the first screen did by far the 
most work, with approximately 65% of the accepting respondents in the hard condition doing so 
at the outset. The second screen accounted for another 10% of those accepting, and the three 
screens on which consumers were required to slowly read more information about identity theft 
combined to peel away another 19% of those who wound up accepting. A confusing “Yes – 
Cancel” prompt seems to have been responsible for another 11% of acceptances. And once 
again, virtually nobody (just 1 respondent) who made it to the last screen in the hard condition 
surrendered at that point.  

It is worth emphasizing that different populations face varied vulnerabilities to dark 
patterns. In the Luguri and Strahilevitz “Shining a Light on Dark Patterns” study, there was a 
significant relationship between education and acceptance. Specifically, more highly educated 
people were more likely to decline the data protection plan. This relationship was driven by the 
mild and hard dark pattern conditions. In the easy / control condition, education did not 
significantly predict whether participants declined the data protection plan. However, when dark 
patterns were employed in the mild and hard conditions, the more educated the participants were, 
the less likely they were to accept the data protection plan. This data is suggestive of a troubling 
prospect—not only do dark patterns prompt consumers to sign up for services they do not really 
want, but the least educated Americans are most likely to be manipulated successfully. 

Before deciding to initiate this project, Luguri and Strahilevitz anticipated that the effects 
of dark patterns would be significant, but they substantially underestimated the magnitude of the 
effects. The data tells other surprising stories as well. Recall that Luguri and Strahilevitz 
randomly varied the cost of the data protection plan, so that half the sample would be signed up 
to pay $2.99 a month after the six-month trial period ended and the other half would be signed up 
at $8.99 per month. Raising the stakes made no difference, as the high-stakes and low-stakes 
conditions are statistically indistinguishable. This result seems to be in some tension with what 
the neoclassical model of economics would predict, even accounting for the signal of quality that 
could be sent to consumers by a higher price. 

A key consideration in evaluating the wisdom of legal interventions is determining 
whether a market failure exists. The data that Luguri and Strahilevitz gathered on how annoyed 
participants felt and how willing they were to participate in future research studies by the same 
experimenters was designed to gather pertinent information on that front. Here the lesson seems 
to be that mild dark patterns produce little customer backlash, even while convincing many 
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consumers to sign up for a service they otherwise would not want. Aggressive dark patterns 
annoy customers who refuse services and whose costs of saying no are increased, but they do not 
seem to trouble customers who are manipulated into saying yes. Among respondents who wound 
up accepting the data protection plan, there were not robust significant differences across the 
easy, mild, and hard conditions. But among respondents who wound up declining it, there were 
significant differences between the hard condition, on the one hand (4.20 mean, SD 2.06), and 
the easy (2.88 mean, 1.52 SD) and mild (2.95 mean, 1.65 SD) conditions on the other. The same 
patterns emerged when researchers asked about willingness to be a repeat customer.  

This quantitative data is corroborated by other data collected as part of the experiment. 
For example, at any stage in the survey, experimental subjects could close their browser window 
with the survey incomplete. If they opted to do that, they would not get paid by the survey 
research firm the researchers hired. In the mild dark pattern condition, just 9 people opted to do 
so. In the hard dark pattern condition, that number jumped to 65 people. The questions that 
forced respondents to read material about identity theft with a countdown timer accounted for the 
majority of these departing subjects in the hard condition. Moreover, the open-ended question 
asking for comments and questions generated positive or banal comments in the easy and mild 
conditions and a barrage of outrage and expletives from a minority of the sample in the hard 
condition. 

These are largely lessons that digital platforms and other sophisticated entities must have 
learned by now, even if policymakers and academics are only now understanding the magnitude 
of the manipulation that can occur via dark patterns. From our perspective, it’s the mild dark 
patterns—like labeling an option that is good for a company’s bottom line but maybe not for 
consumers as “recommended” or by providing initial choices between “Yes” and “Not Now”—
that are most insidious. This kind of decision architecture, combined with the burden of clicking 
through an additional screen, managed to more than double the percentage of respondents who 
agreed to accept a data protection plan of dubious value, and it did so without alienating 
customers in the process. As a result, consumers were manipulated into signing up for a service 
that they probably did not want and surely did not need. More broadly, we can say the same 
things of the kinds of dark patterns that are proliferating on digital platforms. These techniques 
are harming consumers by convincing them to surrender cash or personal data in deals that do 
not reflect consumers’ actual preferences and may not serve their interests. The harms from dark 
patterns are akin to those associated with consumer fraud. The case for treating these widely-
employed psychological strategies for securing consumer consent as unfair and deceptive 
practices in trade is quite strong. The case for deeming resigned acceptance under these terms as 
consent is very weak.  

3. Legal Framework 

The framework we propose could be implemented via specific federal or state “dark 
pattern” legislation, by legislatively extending provisions such as the “unfairness” prong of 
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section 5 of the FTC Act or, in some contexts, by interpreting and applying existing consumer 
protection law. 

The call for legal intervention over dark patterns is not a radical break from other 
consumer protection efforts. Consider, for example, the FTC’s Do Not Call Registry. This 
registry allows people to designate their telephone numbers so as to place them off-limits to 
unwanted sales calls. In part, the registry is a response to excessive influence. Marketers would 
often call during dinner in order to interrupt people and make them more likely to agree to 
whatever service was being offered, just so they could quickly return to their family. In part, the 
registry was designed to protect people’s time—few people purchased goods and services over 
the phone, and continually saying no to telemarketers became a nuisance for consumers.  

Historically, regulations also have protected consumers from inappropriate or excessive 
influence in market transactions, giving consumers “cooling off” periods to cancel transactions 
that were prodded by high-pressure sales tactics or involve high stakes or might prompt 
substantial regret on the part of consumers. Federal law generally provides consumers with the 
right to rescind transactions within three business days under circumstances in which high-
pressure sales tactics are likely to be employed, such as door-to-door sales (16 C.F.R. § 429.1), 
home equity loans (15 U.S.C. § 1635), and student loans (15 U.S.C. § 1638(e)(7)). There are also 
state laws in various jurisdictions that provide 3-day windows to rescind contracts resulting from 
door-to-door sales, contracts for gym memberships, or even dance lessons. New York has a 
mandatory rule that gives consumers rights to rescind transactions resulting from telemarketing. 
See NY Pers. Prop. Law § 442.  

Both the Do Not Call Registry and “cooling off” laws have the effect of insulating 
vulnerable people from undesirable pressure in sales transactions. The Do Not Call Registry 
protects people from confusing sales pitches that happen over the phone. Similarly, “cooling off” 
laws protect people by giving them a mechanism to cancel transactions after the fact. In 
particular, many vulnerable people may not feel comfortable declining a sales pitch that happens 
at their residence, especially if they live alone. At bottom, both consumer protection efforts 
dilute some sales pressure in ways that are particularly beneficial for vulnerable people.  

In this section, we are concerned with a subset of dark patterns—ones that warrant legal 
intervention, yet may be deemed non-deceptive and thus arguably fall outside of existing 
consumer protection regimes. Some user interfaces may be inconvenient for some users but fail 
to cross a threshold of manipulation that we would argue should be considered legally actionable 
dark patterns. For example, suppose that most users of a software program want the application 
to be rendered in full color, but a small subset of users who are colorblind prefer that it be 
rendered in a format that enhances its usability for users who have reduced sensitivity to green 
light. There should be no legal liability if a company renders its application in full color by 
default and then makes a user who has deuteranomaly (green light colorblindness) navigate 
through several screens in order to toggle on an option that makes the application easier to read 
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for that subpopulation. That is a defensible choice, given the preferences of the user base and 
existing technologies. If the option to change the way the application appears is made too 
prominent, it is likely that users who are not colorblind will opt out of the default setting 
unintentionally and be less satisfied with their experience using the application as a consequence. 
Therefore, the user interface described above would not be categorized as a dark pattern, and no 
legal sanctions should attach to such a design. 

At the other end of the spectrum, some dark patterns fit neatly within current regulatory 
strictures against misrepresentations and deceptive practices. The FTC, in particular, has a 
legislative mandate to police unfair or deceptive trade practices and has pursued enforcement 
actions against deceptive dark patterns. The FTC has had the most success invoking section 5’s 
prohibition on deceptive practices in trade when consumers were tricked into signing up for 
goods or services. In three federal court of appeals cases, the courts have accepted the 
Commission’s arguments that companies appropriately characterized as employing dark patterns 
had behaved in an unlawfully deceptive manner.394 The Commission and courts did not use the 
dark patterns terminology, and the record lacked the kind of empirical evidence revealed by the 
Luguri and Strahilevitz study, so the judges relied on sensible intuitions to conclude that the 
trade practices being challenged were deceitful. 

There is, admittedly, less case law surrounding the FTC’s use of section 5 from which to 
construct a profile of what conduct is “unfair.” In the overwhelming majority of enforcement 
actions, companies choose to settle with the commission, entering into binding settlement 
agreements, rather than challenge the commission in court or administrative proceedings.395 In 
the absence of judicial decisions, however, these widely-publicized consent decrees provide 
significant guidance to regulated entities. In 1980, the FTC laid out the test still currently utilized 
to find an act or practice “unfair” due to unjustified consumer injury under section 5. Per this 
test, an unfair trade practice is one that 1) causes or is likely to cause substantial injury to 
consumers, 2) is not reasonably avoidable by consumers themselves, and 3) is not outweighed by 
countervailing benefits to consumers or competition. This three-part test is now codified in 
section 5(n) of the FTC Act. 

Generally, the “substantial injury” prong is seen as the linchpin of a section 5 unfairness 
analysis. Overwhelmingly, the substantial harm asserted by the FTC has been monetary; 
however, unwarranted health and safety risks have also been the backbone of some actions.396 
Monetary harm can come from the coercion of consumers into purchasing unwanted goods, or 
from other incidental injuries that come as a result of the unfair action, such as financial harm 
from identity theft due to improperly secured data. Notably, a harm’s substantiality can come 

                                                 
394 F.T.C. v. AMG Capital Management, 910 F.3d 417 (9th Cir. 2018); F.T.C. v. LeadClick Media, LLC, 838 F.3d 
158 (2d. Cir. 2016); Fanning v. F.T.C., 821 F.3d 164 (1st Cir. 2016). 
395  Solove & Hartzog (2014). 
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from its collective effect on consumers, as the FTC notes “an injury may be sufficiently 
substantial, however, if it does a small harm to a large number of people” (FTC Policy Statement 
on Unfairness). The harm need not be “certain” under section 5, only likely. Thus actions can be 
brought before the damage is fully realized, as long as it is more likely than not to occur. 

The next prong of the three-part unfairness test is that the injury must not be one which 
the consumer could have reasonably avoided. This prong is grounded in the belief that the 
market will be self-correcting and that consumers should, and in general will, avoid those 
companies that utilize unfair practices. Those practices that “prevent consumers from effectively 
making their own decisions” run afoul of this prong, even if they merely hinder free market 
decisions and fall short of depriving a consumer of free choice. In order for consumers to 
reasonably avoid harm, particularly in the case of a nonobvious danger, they must also be aware 
of the possible risk. Thus it is imperative that a company disclose risks to consumers so that they 
can make informed decisions with knowledge of the relevant potential harms. 

The cost-benefit analysis prong of the unfairness test ensures that companies are only 
punished for behaviors that produce “injurious net effects.” There are, as the Commission notes, 
inevitable trade-offs in business practices between costs and benefits for purchasers and 
consumers, and as such certain costs may be permissibly imposed on consumers, provided they 
are justified and balanced by legitimate benefits. Broader societal burdens are also accounted for 
in this equation as are the potential costs that a remedy would entail. Additionally, the 
Commission looks to public policy considerations during this analysis in helping to establish the 
existence and weight of injuries and benefits that are not easily given a concrete value. 

The FTC has previously regulated the use of unfair designs and unfair default settings 
that are varieties of dark patterns. In FTC v FrostWire, LLC (FTC Matter No. 112-3041, 2011), 
the commission brought action against the producers of a file sharing application designed in a 
manner that caused a significant number of consumers to "unwittingly share files stored on those 
devices." Relevantly, the FTC pointed to the obstructionist defaults of the program, which made 
it exceptionally burdensome for a consumer to prevent all of her files from being shared. As 
described in the complaint, "a consumer with 200 photos on her mobile device who installed the 
application with the intent of sharing only ten of those photos first had to designate all 200 … as 
shared, and then affirmatively unshare each of the 190 photos that she wished to keep private.” 
Similarly, in In re Sony BMG Music Entertainment (FTC Matter No. 062-3019, 2007), content 
protection software was required to be installed on consumers computers in order for them to 
listen to purchased music CDs. This software was then almost impossible to remove for the 
average consumer, and those in the minority who were able to uninstall the software found their 
CD-ROM drive no longer operable as a result. The FTC, in a similar rationale to FrostWire, 
found the design of the program unfair.  

Additionally, The FTC has a long history of regulating the targeting of vulnerable 
consumers, whether those vulnerabilities come from inherent cognitive biases or particularized 
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individual or group vulnerabilities.397 The FTC, in its statement on unfairness, distinguishes 
between legitimate salesmanship and techniques that "prevent consumers from effectively 
making their own decisions." The Commission properly bans practices that "undermine[…] an 
essential precondition to a free and informed consumer transaction,” such as the “exercise [of] 
undue influence over highly susceptible classes of purchasers” like “promoting fraudulent 
‘cures’ to seriously ill cancer patients.”  

Alternatively, to the extent that dark patterns emerge in the financial services and banking 
sectors, the Consumer Financial Protection Bureau (CFPB) has the authority to regulate "abusive 
conduct.” The CFPB abusive conduct definition is arguably more expansive than the “unfair” 
conduct regulable by the FTC and, as such, is a powerful tool for regulation. An abusive practice, 
per 12 U.S.C. § 5531, is one that: 

(1) materially interferes with the ability of a consumer to understand a term or 
condition of a consumer financial product or service; or  

(2) takes unreasonable advantage of -  

(A) a lack of understanding on the part of the consumer of the material risks, 
costs, or conditions of the product or service;  

(B) the inability of the consumer to protect the interests of the consumer in 
selecting or using a consumer financial product or service; or  

(C) the reasonable reliance by the consumer on a covered person to act in the 
interests of the consumer.  

This provision covers the exploitation of the cognitive biases of consumers in order to 
manipulate or pressure the consumer into making a decision that may not be in their own best 
interest. Adding such a broad provision to the FTC Act would be ideal for the protection of 
consumers insofar as the FTC would be able to restrict the use of dark patterns in all the 
industries subject to the Commission’s jurisdiction. 

a. Dark Patterns as Unfair Practices 

The manipulative dark patterns we discuss here might seem natural targets for regulation 
aimed at “unfair” practices. We would support the interpretation of existing unfairness 
provisions to include them, but we acknowledge that there may be some barriers to doing so. 
Recall that, as currently interpreted, section 5 of the FTC Act defines an unfair practice as one 
which, at a minimum, (1) “causes or is likely to cause substantial injury to consumers" that (2) 
“is not reasonably avoidable by consumers themselves,” and is (3) “not outweighed by 
countervailing benefits to consumers or to competition.” Arguably, the manipulative dark 
patterns we describe here should meet all three of these prongs, but there are possible hurdles as 
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to the first two. Previous cases based on the privacy or security of personal data have sometimes 
stumbled on the “substantial injury” requirement because courts have found increased risk of 
harm insufficient to constitute “substantial injury.” A case premised on dark patterns might fare 
better, however, if the alleged injury was stated in terms of consumers being manipulated into 
entering into transactions that they would otherwise have avoided, rather than in terms of any 
privacy or security risks associated with those transactions. Where the dark pattern is not 
technically deceptive, there might also be a question of whether the injury was “reasonably 
avoidable by consumers themselves,” though we think unfairness should encompass the sorts of 
manipulative dark patterns we describe here if it is to mean anything beyond deceptiveness. 
Favorable interpretations of unfairness could be pressed in litigation. Alternatively, or in 
addition, Congress could empower the FTC to engage in rulemaking on these issues—a change 
that would be desirable for other reasons as well.  

In our view, a quantitative approach to identifying dark patterns could be workable and 
offers many of the benefits of bright-line rules in general. More precisely, where the kind of A/B 
testing that we discuss above reveals that a particular interface design or option set more than 
doubles the percentage of users who wind up “consenting” to engage in a consumer transaction, 
the company practice at issue could be deemed presumptively an unfair or deceptive practice in 
trade. In the scenarios developed by Luguri and Strahilevitz, both the mild dark patterns and the 
hard dark patterns made it more likely than not that consumers were electing not to decline a 
service on the basis of the choice architecture employed rather than on the basis of innate 
demand for the service at issue. The “more likely than not” standard is widely employed in civil 
litigation over torts and other kinds of liability, and it could work well in this context too, ideally 
with the FTC and academics working hand in hand to replicate high-quality research that 
quantifies the effects of particular manipulations. As a statistical matter, each individual research 
subject in the study who was signed up for the data protection plan was more likely than not to 
have done so because of the dark pattern rather than because of underlying demand for the 
service being offered. 

What’s more, it may be appropriate for courts to deem instances in which the “more 
likely than not” test is satisfied as instances in which consumers have not actually consented to 
the contractual terms at issue. To hold otherwise runs the risk of treating consent as a legal 
fiction, rather than an indication of mutual assent. Numerous legal settings require individuals to 
consent to have their information processed or shared, or to incur a legal obligation to pay for a 
good or service. Where this consent is procured through a manipulative exchange between the 
consumer and the digital platform it should be treated by courts as a legal nullity.398  

In embracing a “more likely than not” rule, we do not mean to rule out the development 
of multifactor standards that can complement a rule-based approach. For example, the “more 
likely than not” test works very well when the innate preference for a product among consumers 
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stands at 10 or 20%. But when 40 to 50% of consumers would want to sign up for a service or 
purchase a product, the “more likely than not” test is likely to let too much manipulative conduct 
survive. In our view, a situation where 40% of consumers opt to buy a service because of innate 
demand for it and 20% of consumers opt to buy because of a manipulative interface or choice 
architecture may still be legally problematic. We consider how the law should address those 
kinds of situations below, in the section labeled “Questions of Intent and Proof.” 

In considering the interpretation of fairness requirements, it may also be useful to 
consider the EU’s approach to “fair processing” under the GDPR. The UK’s Information 
Commissioner’s Office has issued guidance to data processors stating they should be able to 
affirm that: 

• We have considered how the processing may affect the individuals 
concerned and can justify any adverse impact. 

• We only handle people’s data in ways they would reasonably expect, or 
we can explain why any unexpected processing is justified.  

• We do not deceive or mislead people when we collect their personal data. 

This approach would seem to capture the manipulative dark patterns we have in mind. 

b. Questions of Intent and Proof 

However implemented, the framework we propose here lends itself well to a two-step 
approach for purported dark patterns that do not satisfy the “more likely than not” bright line rule 
proposed above, beginning with a prima facie allegation that a manipulative dark pattern based 
on either transaction costs or vulnerability has been deployed. The prima facie barrier for 
discovery or investigation should not be too high because such patterns will often be the result of 
intentional design choices or, at a minimum, of willful blindness to design implications that will 
be readily apparent from internal documentation and behavior. We do not support a standard that 
requires intent or willful blindness for liability, however. Though such a standard might capture 
many of the most problematic dark patterns, particularly of the transaction cost strand, increasing 
use of artificial intelligence approaches to targeting suggests that system designers should have a 
duty to avoid implementing manipulative dark patterns that rise to the level that would be 
actionable under our framework.  

To be more explicit about how enforcement might proceed, a consumer protection 
agency might identify illegal dark patterns on the basis of a two-step process. First, the agency 
would identify evidence that a particular design appears to impose unnecessary transaction costs 
or to exploit vulnerabilities associated with particular individual or group characteristics. Once 
this prima facie threshold is met, the consumer protection agency would further investigate the 
procedure underlying the design choices for this interface, thus potentially uncovering further 
evidence that the manipulation is intentional or willfully blind or, alternatively, that there is a 
non-manipulative justification for the design. For example, when a company is rolling out a new 
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product or service to its existing customers, it may need to disclose a healthy quantum of 
information to describe the new opportunity, and that process of persuasion will entail 
transaction costs for consumers. To the extent that the company is offering arguments designed 
to appeal to consumers’ System 2 decision-making processes, it should not get into any trouble 
with regulators. It is only when the choice architecture employs cognitive tricks that are designed 
to exploit quirks of human System 1 decision-making that the line separating unlawful dark 
patterns from constitutionally protected persuasive commercial speech is crossed. Admittedly, 
there may be some close cases involving judgment calls about the precise line between 
permissible and impermissible, and evidence of intent will be illuminating where it is available. 
Regulators charged with policing dark patterns should focus on the blatant cases at the outset, 
while the development of “common law” principles along the way will permit the eventual 
differentiation of disputes closer to the margin. 

Suppose that elderly consumers have been complaining that a user interface manipulated 
them into purchasing something that they did not want or into unintentionally giving over 
personal information. An investigation might uncover evidence that the designers engaged in 
A/B testing aimed at elderly people or were willfully blind to data showing the design’s 
disproportionate effects on the elderly. Information about design processes may often be 
sufficient to confirm the identification of a manipulative dark pattern. Sometimes, however, the 
results may have emerged from an AI targeting algorithm and will have to be demonstrated by 
other sorts of evidence, perhaps including statistical testing. 

C. Institutional Implementation Considerations for Default Rules and Dark 
Pattern Regulations 

Once the content of default rules and the non-manipulative way in which they should be 
offered to consumers are determined, there is the regulatory question of how such rules should be 
implemented. There are several models for doing so, and the optimal implementation choice 
should consider the issues regarding the problems of fine print and consumer contracts, where it 
is the sellers that write and present the contracts in the first place and consumers may remain 
uninformed about some or all of the terms in the contracts. 

Unlike the case of dark patterns, where there is already a regulatory structure capable of 
incorporating enforcement actions against such practices, there are currently no all-
encompassing default rules in the information privacy space. One approach towards 
implementation of default rules is through a principles project with the American Law Institute, 
or, less likely in this context, a restatement project, if there is enough case law to “restate” and 
steer the rules in a normatively appealing direction. In practical terms, principles project ideas 
are generated by the director and the projects committee, who also take suggestions from 
members. The director then develops a project proposal and potential reporters, which is then 
considered by the project committee for advice and recommendation to the council. While 
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restatements are directed to judges, the principles projects are addressed to legislatures and 
administrative agencies, or also to judges when the law in that particular area is scant. The 
benefit of a principles project is that the consumertarian-rule creating process could result from 
robust exchanges among experts in industry, judges, consumer advocates, and practicing 
lawyers, all of whom would give thoughtful advice to the reporters, thus ensuring all interests are 
well represented in the final product. The drawbacks of such approach are that it might take 
considerable time to obtain approval by the ALI members, the final product might not be optimal 
but rather reflect compromises made to ensure a final vote, and legislatures might ignore it. At 
the end of the day the ALI process may not be nimble enough to respond to rapid changes in 
technology and corporate practices unless the end product is written in a way that is open-ended 
enough to empower those charged with enforcing the law but also still clear enough to provide 
fair notice to regulated entities. Given industry participants’ need to comply with the laws of 
multiple jurisdictions, an effective default rule regime would have to be adopted wholesale by all 
states or at the federal level to ensure uniformity.  

Other projects take the form of codes, which are drafted with an eye toward legislative 
enactment. An example of this is the Uniform Commercial Code, which does not have legal 
effect until and unless adopted by state legislatures, which can, of course, modify the proposed 
code as they see fit. Codes might take longer to get buy in from the relevant bodies and might 
suffer some of the same concerns raised with principles or restatements. Alternatively, private 
bodies can create model rules that can also later be adopted by legislatures. For example, The 
Principles of European Contract Law (PECL) is a set of model rules, created by the Commission 
on European Contract Law, led by Professor Ole Lando (the Lando Commission). Like the 
restatement, the PECL is “soft law,” and, without some legislative or judicial action, not legally 
enforceable.  

Finally, Congress could grant the FTC or a newly established federal agency some rule-
making authority and charge the agency with the task of creating default rules and limits on dark 
patterns, or at least involve the agency in the process of creating such rules.  

One dynamic should be relatively clear from our analysis above, which is that waiting for 
market forces to solve the problems we have identified is unlikely to lead to satisfying results. 
Even if markets for online services were perfectly competitive, many of the impediments to 
market privacy and security solutions we identified in section I.A. would remain. Namely, when 
privacy breaches occur it is often hard to tie subsequent harms to any particular breach, since the 
same personal information may be replicated in many different proprietary databases. These 
dynamics give rise to substantial negative externalities.399 Companies that wanted to differentiate 
themselves on the basis of investments in privacy and security or the development of enlightened 
policies would face challenges in communicating their choices to unsophisticated consumers, 
given the complex and technical subject matter at issue and the danger that consumer-facing 
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advertising will spook consumers about entire product lines. For example, consumers presently 
have no understanding of various ways in which dark patterns are being used to manipulate their 
choices, and the subtlety of successful strategies would make it costly for a firm that eschewed 
the dark patterns strategy to run a campaign condemning their competitors in an effort to gain 
market share. In that sense, we can contrast dark patterns with a more blatant and easier to 
understand strategy like extra fees for checked luggage, a pricing strategy Southwest Airlines has 
criticized in its “Bags Fly Free” ad campaign. Digital platforms also have incentives not to 
publicize many of their investments in data security in detail because describing those 
investments to consumers (or shareholders) necessarily alerts hackers to the same information, 
which in some cases could create new vulnerabilities. Finally, perfect competition is unlikely to 
internalize the externalities associated with one consumer’s decision to expose personal 
information about friends and family. We do not mean to suggest that it is impossible for 
consumer-facing firms to differentiate themselves on the basis of privacy and security 
precautions. Some have done so successfully. But those efforts represent an incomplete strategy 
for addressing the thorny range of problems highlighted herein.  

D. Mitigation for Security Threats Caused by Data Breaches 
To mitigate attacks that leverage passwords stolen in a data breach to compromise accounts 

on other services, minimizing the role of passwords in authentication would seem an obvious 
solution. Unfortunately, efforts to eliminate passwords entirely are unlikely to fully succeed in the 
near term. One reason for widespread password reuse is that users are asked to make dozens, or 
even hundreds, of different accounts, falling back on password reuse as a coping mechanism. The 
idea of federated identity or single-sign-on systems, which entail using a single identity provider 
(e.g., Google) to authenticate many different services, would obviate having so many different 
accounts. However, adoption of such systems has been limited for a number of reasons, including 
users' concerns about sharing data with companies like Google and Facebook that offer to serve as 
identity providers, as well as concerns about creating a single point of failure. While password 
manager software installed on a user's device does not raise the same privacy concerns, password 
managers are again a single point of failure and also enable new kinds of attacks. Furthermore, 
current password managers do not fully prevent users from continuing poor practices like password 
reuse due to design decisions their creators have made.400  

Techniques like multi-factor authentication often layer a password with a second line of 
defense (e.g., possession of a smartphone configured in a particular way). While doing so 
substantially lessens accounts' vulnerability following a data breach, it again does not eliminate 
passwords. Recent efforts by the World Wide Web Consortium to standardize the WebAuthn 
specification for authentication using public-key cryptography (often enabled by USB tokens from 
manufacturers like Yubico) have been heralded as a new way to eliminate passwords. However, 
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the inconvenience of users needing to carry additional hardware for authentication (at least in the 
near term) prevents WebAuthn from being a silver-bullet solution. As a result, passwords are 
unlikely to disappear completely anytime soon. Furthermore, rearchitecting authentication systems 
would, at best, only solve problems related to reused passwords stolen in a data breach, not to any 
other types of information stolen. 

Accepting the persistence of the password in the authentication ecosystem, another 
approach to mitigating the security threats of data breaches would be to involve the affected users 
more directly, notifying them in greater detail about what information has been breached and how 
it could be used. Currently, data-breach notifications provide limited, often vague, information to 
consumers. As such, it is not surprising that consumers are often not sure how to respond when 
either their account credentials or their personal information is reported stolen.401 As a result, even 
after major, widely publicized breaches like those of Equifax or LinkedIn, many consumers have 
not taken action in response. In contrast, automated systems could potentially have taken some 
action on their behalf.  

Fully empowering the user to act would likely require a radical redesign of the data-breach 
notifications companies send to consumers. These notifications would need to be more detailed 
and actionable. Laws might also need to be amended. Current legal requirements for data-breach 
notifications vary by jurisdiction, yet no jurisdictions require notifications that are as detailed as 
might be needed. Further complicating these efforts is the necessity to authenticate the recipients 
of such detailed notifications; sending detailed information about information that was stolen to 
an unauthenticated recipient is, in a way, its own data breach. However, this approach increases, 
rather than decreases, the burden on users. The redesign of data breach notifications could 
conceivably provide greater agency and transparency to users, yet it would be unlikely to change 
this desolate scenario of widespread inaction. Increased transparency would only make an 
imperfect system even more burdensome. As mentioned above, users could easily resort to 
password managers to mitigate many of the risks discussed herein. That they do not do so 
demonstrates the need to develop alternative solutions that shift the focus from the user to other 
parties. 

An interesting alternative may be to encourage companies to share the data stolen in a data 
breach directly with other companies, including their competitors. That is, following a data breach, 
companies would send the precise information identified as stolen to any other companies that 
request that information. Given that some larger companies already buy this breached information 
from hackers themselves, in some sense such a system would simply remove hackers as the 
middlemen. Two key challenges stand in the way of a system like this becoming practical. First, 
it is ethically questionable for a company that has experienced a data breach to further disseminate 
their users' personal information and credentials to any other company that asks. On one hand, 
disseminating this information that had been given specifically to only one company can violate 
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users' privacy. That a further violation of privacy may be necessary follows from the breached 
company's negligence in protecting the data in the first place. On the other hand, given that other 
companies might be purchasing this information from hackers anyway to protect their own users, 
it might cause further harm if this information is not disseminated for defensive purposes. 
Complicating this calculus, though, are questions about how a company might want to handle the 
dissemination of data that has been breached by hackers but has not yet been released publicly. 

The idea of competing companies working together to stave off computer security threats 
has some conceptual similarities to controversial efforts for sharing threat intelligence as part of 
the Cybersecurity Information Sharing Act of 2015 (CISA). This law established processes and 
legal safeguards for private companies to share information on computer security threats (e.g., 
details of attempted attacks) with the US federal government or with other private companies. The 
legal safeguards provided by CISA minimize potential liabilities related to the disclosure of 
privileged information, and they also protect shared information from FOIA requests under certain 
circumstances. While CISA has been presented as facilitating voluntary sharing of cybersecurity 
threats, rather than mandating such sharing, some of the act's many critics have questioned whether 
sharing truly is voluntary.402 Other critics of the act have pointed out that CISA potentially 
broadens federal surveillance under the guise of warding off hackers.403 In the end, only a few 
companies have chosen to share data with CISA thus far. These past experiences with CISA raise 
important questions about how to structure any future processes for companies to share 
information stolen in data breaches with other entities. 

Given concerns users might have with their data being shared with particular other 
companies or with government agencies, as well as how such a sharing infrastructure could create 
perverse incentives in favor of data breaches, the architecture of such an inter-entity sharing 
agreement, and the role of the government in such an agreement, requires care and thought. One 
possible direction to mitigate these tensions could be a process for consumers to opt in to having 
their data shared with other companies when notified of a data breach. In contrast, though, one 
could consider establishing a consumertarian default rule. Outlining a default rule that establishes 
terms that most individuals in a data breach would agree to, yet could be overridden upon the 
request of each impacted user, would likely require empirical grounding. That is, empirical 
research would be needed to document what specific types of information (e.g., usernames, 
credentials, contact information, social contacts) users would want other unrelated companies to 
be told were stolen in a given data breach. Consumers would likely view such transfers as akin to 
data sharing or data selling, practices that they often view negatively, even though in this case the 
transferred data could perhaps be constrained legally to allow only for threat mitigation. Empirical 
research would also need to answer questions about consumers' perception of which companies or 
entities should receive this data. Consumers' opinions might dictate that each consumer should 
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establish a personalized whitelist of companies to which information could be shared. The 
empirical work might instead suggest that a more global, non-personalized whitelist is appropriate, 
dictating that only a particular list of trusted companies or entities should be permitted to receive 
data. 

Beyond a consumertarian default rule, one can envision two other possible solutions to 
increase coordination and data sharing amongst companies for the purposes of increased data 
security. This system must be designed in a way that promotes the sharing of this sensitive and 
critical information while at the same time protecting user privacy, providing proper incentives for 
companies to participate (in contrast to CISA) and complying with laws and regulations on data 
sharing amongst companies (both data protection and antitrust laws). 

The first possibility one could consider is to further strengthen a CISA-like system by 
making participation in a government-controlled database mandatory, alleviating some of the free-
riding problems that currently impair CISA (companies receive reports even if they do not 
participate). Such imposition, however, would probably face even more opposition than the initial, 
voluntary CISA-style system did. Indeed, as seen above, CISA was perceived as a violation of user 
privacy and as an expansion of what is already an intrusive federal surveillance apparatus. These 
are some of the reasons why the CISA legislation stalled in Congress for many years and why 
current voluntary participation is low. As a result, such an expansion is unlikely. It is also probably 
undesirable. 

A second, preferred, alternative may be to use technological tools to design a “data-breach 
clearinghouse,” where companies may share information about breaches and passwords in a secure 
and privacy-preserving manner. Companies could query the clearinghouse to determine whether a 
given user on their service had used the same, or a similar, password on another service. Enabling 
companies to insert data stolen from them into the clearinghouse removes hackers as the 
middleman who stand to profit from selling this data to other companies, and it also facilitates 
coordination among competing companies for the overall benefit of the authentication ecosystem. 
It can also minimize the additional financial incentives for hackers. Before they make stolen data 
public, they attempt to sell the data to others who weaponize it to compromise other accounts. 
Enabling other companies to defend against these attacks could substantially lessen the value of 
this non-public data. 

Two methods can provide incentives for companies to participate. First, data-breach laws 
could be amended to mandate a company’s participation in the clearinghouse shortly after it learns 
of a data breach. Second, data-breach laws or courts could establish that not querying their own 
users’ records in the clearinghouse is prima-facie evidence against data-security protocols, 
potentially increasing liability in the event of a data breach. Finally, by being privately run and 
having a sole objective of enhancing data security, the clearinghouse would not be the equivalent 
to CISA in enabling further surveillance by the government (assuming they are protected from 
government backdoors).  
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A couple of security and privacy design considerations are crucial for such a clearinghouse 
to be feasible. First, the clearinghouse must not become a new single point of failure for the 
authentication ecosystem in the event that it is compromised. Second, the clearinghouse must 
minimize the potential for brute-force querying to leak private information. However, current 
cryptographic techniques can enable more privacy-preserving approaches to data sharing and can 
partially mitigate concerns about how such data sharing impacts privacy. Broadly, the sub-field of 
cryptography studying secure multi-party computation focuses on techniques that can meet these 
assumptions. More specifically, recent work has engineered new techniques for decentralized 
private set-membership testing. These techniques enable one website to query other websites about 
whether a user's password is the same across sites.404 The key innovation is that this work uses 
advanced mathematics to perform this testing without negatively affecting the privacy of a user's 
password, subject to certain assumptions. While these techniques are not yet at a point of 
engineering maturity sufficient for a data-breach clearinghouse like the one we imagine, they are 
an important step toward such a design.  

For a number of reasons, such a clearinghouse is strongly preferable to companies directly 
sharing plaintext information with each other, or buying that information from hackers. For 
example, directly sharing plaintext data would have major ramifications for user privacy. In 
addition, depending on how the structure is designed, the direct sharing of information among 
competitors may run afoul of antitrust laws—in particular if this information is essential and if the 
trust requirement restricts the system to only a handful of already established companies. This 
scenario could be a variation of the Supreme Court’s Associated Press v. United States decision 
(326 U.S. 1 (1945)).  

Recent pushes to bring more centralized notifications of data breaches to consumers are 
related to a potential data-breach clearinghouse, yet operate on slightly different assumptions and 
fulfill different use cases. The website Have I Been Pwned focuses on notifying users when data 
associated with a particular email address or user name is part of a data breach. However, because 
it does not attempt to communicate the data itself (i.e., the exact password that has been stolen), it 
does not solve the same problem as a potential data-breach clearinghouse. Mozilla’s recently 
released Firefox Monitor for the Firefox browser brings the Have I Been Pwned functionality to a 
wider user base. Google's recently released Password Checkup extension has similar goals and 
uses some related technologies. The Password Checkup extension aims to tell a user if the 
credentials they are trying to create for an account match those that Google knows to be 
compromised from prior data breaches (e.g., those Google's security team has collected from 
hacker forums) without revealing the user’s password to Google. It does so, in part, by sending an 
encrypted version of a short prefix of the username and password of interest to Google, sending 
back to the user all entries in the database matching that prefix. While such a system is ideal for 
when the credentials have already been leaked publicly, this approach does not solve the problem 
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of permitting the data-breach clearinghouse to handle credentials that have potentially been stolen 
by hackers but not yet released publicly. These credentials have much higher security requirements 
lest the data-breach clearinghouse inadvertently increase harm by leaking information about them. 

E. Privacy-Preserving Measurement and Coordination 
There are several components of the Committee’s different reports that call for greater 

measurement of technology sector business practices or coordination between firms. The Market 
Structure and Antitrust Subcommittee, for instance, recommends routine collection of market 
transaction data to understand the competition dynamics of major technology platforms. The 
reports on the News Media Industry and on Political systems also call for data collection and 
disclosure. This Subcommittee’s own report envisions a system for sharing stolen user 
credentials in the event of a data breach. 

In considering the virtues of greater information transparency, it is vital to acknowledge 
that market measurement and sectoral coordination can involve confidential personal data. 
Public-sector agencies and private-sector businesses participating in these information sharing 
programs should adhere to principles of data minimization, avoiding bulk data dumps in favor of 
more targeted disclosures. Participants should also implement appropriate security safeguards, 
including technical precautions such as encryption and access controls, as well as security 
policies such as employee training. Promoting competition, protecting consumers and even 
understanding the impacts of platforms on political systems should not come at the expense of 
significant additional privacy impositions. 

We also note that there is a range of privacy-preserving computational techniques that 
may implement the Committee’s measurement and coordination recommendations while 
mitigating privacy consequences. One promising direction is differential privacy, a family of 
techniques that enables performing computation on a dataset without revealing an individual’s 
personal information. Unlike prior approaches to privacy-preserving dataset analysis (e.g., k-
anonymity), which are appealing in theory but prone to vulnerabilities in practice, differential 
privacy is designed to provide strong probabilistic guarantees. The technology sector is 
increasingly implementing differential privacy for user analytics, and software libraries for 
differential privacy are quickly reducing the costs of and barriers to further adoption. 

It would be (relatively) straightforward, for example, to apply differential privacy to 
market surveillance. A regulator could issue queries to regulated firms to understand long-term 
trends in technology sector competition, and meanwhile, the firms could have confidence that 
they were not disclosing the details of specific transactions or business partners. 

Another promising direction is secure multiparty computation, which enables multiple 
entities to collaborate on data analysis while limiting the data that each entity discloses. Secure 
multiparty computation could, for example, enable regulators to conduct market surveillance 
using data held across multiple firms while minimizing information flows to regulators and 
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preventing competitors from learning each other’s sensitive business details. In the context of 
data breach information sharing, as noted above, secure multiparty computation could enable 
firms to compare user credentials without ever disclosing the credentials themselves. 

The Subcommittee is not recommending any specific technology for privacy-preserving 
computation, but we encourage bearing these opportunities in mind for the subcommittees’ 
recommendations and future recommendations on technology competition, the media landscape, 
politics, and privacy. 
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Conclusion 

The law and the marketplace, as they presently exist, simply expect too much of 
consumers. They expect each consumer to read terms of service and privacy policies and to opt 
out of problematic practices. Such an expectation might be realistic if there were one entity that 
handled consumers’ data, but it becomes absurdly impractical when scores of such entities 
interact with the typical consumer. The law expects consumers to be vigilant against dark 
patterns, and it often treats sneaky and manipulative tactics that are designed to confuse or 
badger consumers into accepting privacy intrusions as tantamount to authentic consent. 
Consumers are also expected to keep track of dozens of different passwords and other 
authentication tools, and to do so in a way that will not itself expose those passwords to the 
possibility of breach. It is little wonder, then, that password reuse and the use of inadequate 
passwords have become widespread problems. In short, in many privacy and security domains, 
consumers who face time constraints, cognitive constraints, or situations that seem low-stakes at 
first glance, and who then act rationally in response, are left unprotected by legal doctrines. We 
can and ought to do better. 

In our report, we have endeavored to identify three key areas where fundamental 
problems of privacy and security emerge, and where the existing legal and regulatory toolkit has 
failed consumers. As a result, consumers are stuck with product features that they do not 
understand or do not want. They are manipulated into making choices that conflict with their 
preferences and values. And their data is being exposed to unnecessary threats of leakage and 
misuse resulting from the failures of platforms to coordinate in ways that would serve the 
collective interests of both customers and shareholders. Our effort here has been to summarize 
the state-of-the-art academic research where it exists and to supplement it in important instances 
where we have found the literature wanting. Having consulted the research, new and old, we 
have proposed three ambitious ideas to enhance the privacy and security of Americans’ 
interactions with the digital platforms that have become important, ubiquitous, and unfortunately 
sometimes frustrating parts of life in the modern world. 

The Privacy and Data Protection Subcommittee has not raised all the important issues 
concerning privacy and data security that relate to digital platforms. There are other efforts 
underway—in legislatures, within firms and industry groups, in academia, and within bodies like 
the ALI—that aim to be more comprehensive than this one and that stand to accomplish much 
good if their ideas are implemented. We hope those efforts succeed because the privacy and 
security problems confronting the users of digital platforms are substantial and urgent. 



 
 

265 
 

References 
Ablon, Lillian, Paul Heaton, Diana Catherine Lavery, and Sasha Romanosky. 2016. Consumer 

Attitudes Toward Data Breach Notifications and Loss of Personal Information. Rand 
Corporation. http://www.rand.org/t/rr1187. 

Acquisti, Alessandro, Idris Adjerid, Rebecca Balebako, Laura Brandimarte, Lorrie Faith Cranor, 
Saranga Komanduri, Pedro Giovanni Leon, Norman Sadeh, Florian Schaub, Manya 
Sleeper, Yang Wang, and Shomir Wilson. 2017. “Nudges for Privacy and Security: 
Understanding and Assisting Users’ Choices Online.” ACM Computing Surveys 50(33): 
article 44. 

Ayres, Ian, and Robert Gertner. 1989. “Filling Gaps in Incomplete Contracts.” Yale Law Journal 
(99)87. 

Bakos, Yannis, Florencia Marotta-Wurgler, and David R. Trossen. 2014. “Does Anyone Read 
the Fine Print? Consumer Attention to Standard Form Contracts.” Journal of Legal 
Studies (43)1. 

Bar-Gill, Oren, and Omri Ben-Shahar. 2019. An Information Costs Theory of Default Rules. 
Working paper. https://www-cdn.law.stanford.edu/wp-
content/uploads/2018/12/Coversheet-paper-.pdf. 

Barocas, Solon, and Karen Levy. 2018. “Privacy Dependencies.” Privacy Law Scholars 
Conference draft. 

Ben-Shahar, Omri. 2018. “Data Pollution.” Univ. of Chicago Coase-Sandor Institute for Law & 
Econ. Research Paper No. 854. 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3191231. 

Bösch, Christoph, Benjamin Erb, Frank Kargl, Henning Kopp, and Stefan Pfattheicher. 2016. 
“Tales from the Dark Side: Privacy Dark Strategies and Privacy Dark Patterns.” 
Proceedings on Privacy Enhancing Technologies 2016(4). 

Calo, Ryan. 2012. “Against Notice Skepticism in Privacy (and Elsewhere).” Notre Dame Law 
Review (87)3: 1027. 

Calo, Ryan. 2014. “Digital Market Manipulation.” George Washington Law Review 82(4): 995. 

Golla, Maximilian, Miranda Wei, Juliette Hainline, Lydia Filipe, Markus Dürmuth, Elissa 
Redmiles, and Blase Ur. 2018. “‘What was that site doing with my Facebook password?’ 
Designing Password-Reuse Notifications.” In Proceedings of the 2018 ACM SIGSAC 
Conference on Computer and Communications Security. 

Gray, Colin M. et al., The Dark (Patterns) Side of UX Design, Proceedings of the 2018 CHI 
Conference on Human Factors in Computing Systems Paper No. 534, available at 
https://dl.acm.org/citation.cfm?id=3174108 (2018). 

https://www-cdn.law.stanford.edu/wp-content/uploads/2018/12/Coversheet-paper-.pdf
https://www-cdn.law.stanford.edu/wp-content/uploads/2018/12/Coversheet-paper-.pdf
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3191231
https://dl.acm.org/citation.cfm?id=3174108


 
 

266 
 

Hanson, Jon D., and Douglas A. Kysar. 1999. “Taking Behavioralism Seriously: The Problem of 
Market Manipulation.” NYU Law Review 74(3): 632. 

Hartzog, Woodrow. 2018. Privacy’s Blueprint. Harvard Universtiy Press. 

Hartzog, Woodrow, and Daniel J. Solove. 2015. “The Scope and Potential of FTC Data 
Protection.” George Washington Law Review 83(6): 223. 

Hoofnagle, Chris Jay. 2016. Federal Trade Commission Privacy Law and Policy. Cambridge 
University Press.  

Krebs, Brian. 2015. “Cybersecurity Information (Over)Sharing Act?” Krebs on Security Blog, 
Oct. 27. https://krebsonsecurity.com/2015/10/cybersecurity-information-oversharing-act/. 

Lemley, Mark A. 2006. “Terms of Use.” Minnesota Law Review 91:459. 

Listokin, Yair. 2010. “The Meaning of Contractual Silence: A Field Experiment.” Journal of 
Legal Analysis 21:397. 

Marotta-Wurgler, Florencia. 2016. “Self-Regulation and Competition in Privacy Policies.” 
Journal of Legal Studies 45:S13. 

Mathur, Arunesh, Gunes Acar, Michael Friedman, Elena Lucherini, Jonathan Mayer, Marshini 
Chetty, and Arvind Narayanan. 2019. “Dark Patterns at Scale: Findings from a Crawl of 
11K Shopping Websites.” Working paper. https://webtransparency.cs.princeton.edu/dark-
patterns/assets/dark-patterns.pdf. 

McDonald, Aleecia M., and Lorrie Faith Cranor. 2008. “The Cost of Reading Privacy Policies.” 
I/S: A Journal of Law and Policy 4(3): 543. 

McDonald, Aleecia M., Lorrie Faith Cranor. 2010. “Beliefs and Behaviors: Internet Users’ 
Understanding of Behavioral Advertising.” Paper presented at 2010 TPRC—43rd 
Research Conference on Communication, Information and Internet Policy. 

Peppet, Scott. 2011. “Unraveling Privacy: The Personal Prospectus and Threat of a Full-
Disclosure Future.” Northwestern University Law Review 105: 1153.  

Porat, Ariel, and Lior Jacob Strahilevitz. 2014. “Personalizing Default Rules and Disclosure with 
Big Data.” Michigan Law Review 112: 1417. 

Solove, Daniel J., and Woodrow Hartzog. 2014. “The FTC and the New Common Law of 
Privacy.” Columbia Law Review 114(3): 583. 

Stepanovich, Amie. 2015. “Busting the Biggest Myth of CISA—That the Program is Voluntary.” 
Wired, Aug 19. https://www.wired.com/2015/08/ access-cisa-myth-of-voluntary-info-
sharing/. 

Strahilevitz, Lior Jacob. 2010. “Collective Privacy.” In The Offensive Internet: Privacy, Speech, 
and Reputation, ed. Saul Levmore and Martha Nussbaum. Harvard University Press. 

https://webtransparency.cs.princeton.edu/dark-patterns/assets/dark-patterns.pdf
https://webtransparency.cs.princeton.edu/dark-patterns/assets/dark-patterns.pdf


 
 

267 
 

Sunstein, Cass R., Sludges and Ordeals, 69 Duke L.J. (forthcoming). 

Susser, Daniel et al., Online Manipulation: Hidden Influences in a Digital World, working paper, 
available at https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3306006 (2018). 

Thaler, Richard & Benartzi, Shlomo, Save More Tomorrow: Using Behavioral Economics to 
Increase Employee Saving, 112 J. Pol. Econ. S164 (2004). 

Ur, Blase, Fumiko Noma, Jonathan Bees, Sean M. Segreti, Richard Shay, Lujo Bauer, Nicolas 
Christin, and Lorrie Faith Cranor. 2015. “I Added ‘!’ at the End to Make It Secure: 
Observing Password Creation in the Lab.” In Proceedings of the 11th SOUPS, Ottowa, 
Canada. https://www.usenix.org/system/files/conference/soups2015/soups15-paper-
ur.pdf. 

Wang, Ke Coby, and Michael K. Reiter. 2018. “How to End Password Reuse on the Web.” In 
Proceedings of the NDSS. https://arxiv.org/abs/1805.00566. 

Willis, Lauren. 2013. “When Nudges Fail: Slippery Defaults.” University of Chicago Law 
Review 80: 1155. 

Zagal, José P. 2013. “Dark Patterns in the Design of Games.” Working paper. http://www.diva-
portal.org/smash/get/diva2:1043332/FULLTEXT01.pdf. 

Zheng, Serena, Noah Apthorpe, Marshini Chetty, and Nick Feamster. 2018. “User Perceptions of 
Smart Home IoT Privacy.” Proceedings of the ACM on Human-Computer Interactions 
2(200):1. https://arxiv.org/abs/1802.08182. 

  

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3306006
http://www.diva-portal.org/smash/get/diva2:1043332/FULLTEXT01.pdf
http://www.diva-portal.org/smash/get/diva2:1043332/FULLTEXT01.pdf


268 

George J. Stigler Center for the Study of the Economy and the State 

The University of Chicago Booth School of Business 

Stigler Committee on Digital Platforms 

Politics Subcommittee 

Report 

July 2019 



 
 

269 
 

The Politics Committee 
 
Andy Guess, Assistant Professor of Politics and Public Affairs, Princeton University 
 
Rana Foroohar, Associate Editor and Global Business Columnist, Financial Times 
 
David Lazer, Professor of Political Science and the College of Computer and Information 

Science, Northeastern University  
 
Nolan McCarty (chair), Susan Dod Brown Professor of Politics and Public Affairs, Princeton 

University 
 
Alexandra Siegel, Post-doctoral fellow, Immigration Policy Lab, Stanford University 
 
Nicholas Stephanopoulos, Professor of Law, Herbert and Marjorie Fried Research Scholar, 

University of Chicago Law School 
 
Joshua A. Tucker, Professor of Politics, Affiliated Professor of Data Science and Russian and 

Slavic Studies,  co-Director of the Social Media and Political Participation Lab, Director 
of the Jordan Center for the Advanced Study of Russia, New York University  

 
 

Contributor 

Filippo Lancieri, Fellow, George J. Stigler Center for the Study of the Economy and the State. 
JSD Candidate, University of Chicago Law School 

 

DISCLAIMER: The purpose of these reports is to identify what new challenges digital platforms 
pose to the economic and political structure of our countries. These reports also try to identify 
the set of possible tools that might address these challenges. Yet, there is potential disagreement 
among the members of the committees regarding which of these problems is most troubling, 
which tools might work best, whether some tools will work at all, or even whether the damage 
some tools might produce is larger than the problem they are trying to fix. Not all committee 
members agree with the findings or proposals contained in these reports. The purpose of 
these reports, thus, is not to unanimously provide a perfect list of policy fixes but to identify 
conceptual problems and solutions and to start an academic discussion from which robust 
policy recommendations can eventually be drafted.  

* The Committee in-person meetings were partially supported by a grant from the Alfred 
P. Sloan Foundation, whom we also thank for supporting this project 



 
 

270 
 

Table of Contents 

Executive Summary ................................................................................................................................. 271 

Introduction .............................................................................................................................................. 277 

The Political Economy of Major Social Media Platforms...................................................................... 279 

A. The Sources of Political Power ..................................................................................................... 280 

1. Structural Power ........................................................................................................................ 281 

2. Financial Power and Resources for Lobbying .......................................................................... 281 

3. Role as a Media Outlet .............................................................................................................. 287 

4. Complexity ................................................................................................................................ 289 

5. Connectivity .............................................................................................................................. 290 

6. “National Champions” .............................................................................................................. 291 

B. Summary ....................................................................................................................................... 292 

The Political Effects of Social Media ...................................................................................................... 293 

A. Political Mobilization .................................................................................................................... 295 

B. Political Engagement .................................................................................................................... 296 

C. Limiting Power of Information Gatekeepers ................................................................................ 297 

D Political Polarization and Manipulation of Information ............................................................... 298 

E. Harmful Speech ............................................................................................................................ 301 

F. Summary ....................................................................................................................................... 305 

Reforming the Social Media Platforms ................................................................................................... 305 

Policy Recommendations ......................................................................................................................... 309 

A. New Regulatory Authorities ......................................................................................................... 310 

B. Antitrust Enforcement or Other Policies to Prevent Political Market Concentration ................... 315 

C. Platform Liability .......................................................................................................................... 317 

D. Role of Social Media in Campaigns and Elections ....................................................................... 318 

E. Philanthropic Disclosure ............................................................................................................... 320 

F. Data Access for Academic and Independent Research ................................................................. 321 

Conclusions .............................................................................................................................................. 325 

References ................................................................................................................................................ 328 

 
  



 
 

271 
 

Executive Summary 

The emergence of social media and its dominant platforms has profoundly transformed 

many aspects of economic and social life.  But few of these transformations have been as 

heatedly debated as social media’s impact on political institutions and behavior.  Social media 

was once touted as a powerful accelerant of democratization and democratic renewal.   It would 

provide voice to the powerless and would spur collective action to overthrow authoritarians and 

reform democracies.  But revelations that Russian intelligence sought to use social media 

platforms to influence the 2016 US presidential election and the UK Brexit referenda have cast a 

pall on this early optimism.   Concern about the impact of social media has grown steadily as 

policymakers and the public increasingly view social media as a megaphone for fake news, the 

mobilizer of extremists, and a polarizer of society. 

While innovations in communication from the printing press to cable television 

profoundly altered the relations between the governor and the governed and transformed the 

potential for democratic and accountable governance, there are valid concerns that the political 

impact of social media may be greater than that of these earlier innovations.  The massive scale 

and reach of social media allows a single post to reach millions of users.  Its platforms facilitate 

anonymity, which enables misinformation and promotes harassment and hate speech. But most 

importantly, these features are exacerbated by the network externalities that push social media 

platforms towards natural monopoly.  Consequently, a technology with tremendous potential to 

reshape politics is controlled by a few firms.  In a more competitive environment, users might 

flee platforms that are overly prone to electoral manipulation and misinformation.  But platform 

monopolization removes the accountability of competition.  

The Stigler Center has charged our committee with exploring the political impacts of 

social media and its most prominent platforms.  In taking up this mandate, we focused not only 

on the ways in which social media usage has the potential to shape political outcomes but also 

the ways in which social media platform companies are emerging as uniquely powerful political 

actors.  While political and legal scrutiny of the platform companies is currently high, these firms 

have a number of formidable political assets.  Beyond sheer size and economic clout, these firms 

are advantaged by First Amendment protections, the complexity and opacity of their algorithms 

and internal policies, and their connectivity to users and others who may be politically mobilized.  
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Moreover, social media platforms benefit from economic nationalism as countries race for 

advantages in digital technology and artificial intelligence.  Few if any firms have ever had such 

a rich collection of advantages. 

 The political power of the platform companies complicate reforming social media.  Most 

obviously, these political advantages can be employed to limit government oversight and 

regulation.  Moreover, regulatory authority created during this period of political weakness may 

later be captured by the industry as public interest in reforming social media wanes.  Most 

importantly, the power of these firms and their control of the relevant data allows them to avoid 

greater public scrutiny.   

Our report also maps out our current understanding of how social media and digital 

platforms impact the broader political systems. As platforms such as Facebook, Twitter, 

YouTube, and others grow in importance as a medium for political debates, so too does their 

potential to impact political outcomes more broadly. However, our knowledge of the political 

impacts of social media remains in its infancy given that the data necessary to independently 

evaluate social media’s effect on political outcomes remains proprietary and largely unavailable 

to researchers and the public at large.  The political impact of social media remains in its infancy 

given that the data necessary to evaluate social media’s effect on political outcomes remains 

proprietary and unavailable to researchers.  Without better access to such information, academia, 

think tanks, and other civil society organizations can do little to hold social media accountable 

for the possible distortions of our democracy.  

Policy Recommendations 

We outline proposals designed to mitigate the political impact of social media and the 

political effects of digital platform concentration. Our most important recommendation is our 

concurrence with the other subcommittees that significant government regulation and greater 

antitrust scrutiny is warranted.   Our contribution to that discussion focuses on regulatory 

structure, laying out several principles to help insulate regulatory authorities from excessive 

industry influence while preserving democratic accountability.   We also address important 

issues related to disclosure and transparency.  First, we endorse updating campaign finance law 

to cover spending on social media campaigns.  Second, we call for more transparency in the use 

of platform companies’ support for research on social media, and for greater dissemination of 
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internal research.  Finally, we suggest that a new Digital Authority can be essential for 

facilitating greater independent research by ensuring that scholars have access to relevant social 

media data. 

1. New Regulatory Authorities 

We recommend the creation of a new regulator and enhanced arrangements for inter-

agency cooperation.  The following principles should guide the creation of a Digital Authority 

(DA) tasked with regulating digital platforms: 

1. The DA should have a reasonable degree of autonomy from industry influences to 

make decisions about social media platforms in the public interest.   

2. The jurisdiction of the DA should cover as many social media-related functions as 

possible to prevent regulatory fragmentation.  

3. Mechanisms for coordination with other agencies should be created 

4. The DA should have responsibility for rulemaking in the following areas: 

i. General consumer protection 

ii. Privacy policies and disclosure 

iii. Transparency 

iv. Data portability 

v. Data and algorithmic access for external auditing and research 

5. The DA should have authority to create mechanisms for real time data collection 

from the platforms (subject to appropriate protections for user privacy). 

6. The DA should have research capacity to undertake studies of the impact of the 

platforms on social and political outcomes.   

7. The DA should play a facilitating role in generating independent research by outside 

scholars. 
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8. The DA should have the authority to review relevant internal studies conducted by 

the platform companies. When the release poses no undue privacy violation or 

exposure of business secrets, studies should be made publicly available.   

9. Rules and regulations should be fostered in a way that promotes innovation and 

competition in the digital media sphere. 

 

2. Antitrust Enforcement or Other Policies to Prevent Political Market Concentration 

Many of the negative political by-products of social media are associated with the lack of 

competitive markets for digital platforms. Therefore, policies aimed at reducing "political 

concentration" should be developed.   

Contemporary antitrust enforcement is generally predicated on a consumer welfare 

standard.   In the case of social media, this standard may be inadequate to account for the 

political impact of concentration.  Economic concentration concentrates political power. Large 

firms who lack competitors are hugely advantaged in the political marketplace.   Second, 

concentration may exacerbate the negative consequences of the role of social media in the 

political system.  The lack of competition deprives us of a marketplace of ideas that might serve 

to regulate the platforms’ policies on speech and political activity.  These political effects of 

concentration are unlikely to ever be captured by the consumer welfare standard.   

Whether the antitrust law should broaden its scope beyond the consumer welfare standard 

is a complex and controversial issue.  But the harms to citizens through the distortion of political 

processes should be given considerable weight in policies aimed at fighting market 

concentration.  At a minimum, the DA should develop methodologies for evaluating the explicit 

political impact of social media concentration. Such methodologies may contribute to the 

establishment of a system of dual review such as that in place for mergers involving 

broadcasters, where the FCC has a dual mandate that complements that of antitrust authorities 

but considers different criteria when assessing the consequences of concentration.  
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3. Role of Social Media in Campaigns and Elections 

We endorse two campaign disclosure provisions that have been proposed as part of the 

Honest Ads Act. The first amends the definition of “electioneering communication” to include 

internet or digital communication.  The second is a mandate that digital platforms compile 

publicly available databases of political advertisements that are run on the platforms.  

These provisions do not cover, however, all political activity on digital platforms that we 

might like to be disclosed. We also endorse a disclosure requirement on political advertising paid 

for by foreign entities.  Similarly, the Honest Ads Act contains no mechanism to compel buyers 

of political advertisements to truthfully reveal their identities. The records compiled by digital 

platforms would be more informative if these issues were addressed. 

Furthermore, nothing in the Honest Ads Act requires that digital platforms themselves be 

politically neutral. There are concerns that the regulation or imposition of political neutrality by 

the DA might impinge upon First Amendment protections.  So we support further and strong 

disclosure requirements that would reveal such non-neutral platform policies. Such disclosures 

should cover situations i) when the platforms provide specific support or technical assistance to 

political parties, candidates, or interest advocacy groups, outlining what type of support has been 

provided and what the outcome of this support was; and ii) when the platforms make algorithmic 

changes that directly impact how users see political content and the outcome of such changes.    

c. Platform Liability 

Section 230 of the Communications Decency Act of 1996 says, “No provider or user of 

an interactive computer service shall be treated as the publisher or speaker of any information 

provided by another information content provider.”  The Politics committee reached no 

consensus on the desirability of amending or repealing Section 230.  Removing the liability 

protection of the media platforms would undoubtedly spur them to undertake much more 

aggressive content moderation in an effort to avoid litigation related to slanderous and harassing 

speech.  But the absence of liability protection might induce the platforms to police over-

aggressively and have an unduly chilling effect on speech. 
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e. Philanthropic Disclosure 

Large digital firms have extensive philanthropic efforts that serve many worthwhile 

causes.  Yet philanthropic efforts that support research and teaching on technology and 

associated policy issues often create conflicts of interest, as such support may make it more 

difficult for technology and policy scholars to criticize the platforms and their social impact. 

First, there should be greater and more transparent disclosure of the philanthropic efforts 

of social media companies, especially those tangibly related to teaching and research. Second. 

the new DA should create an office of research to help facilitate independent research on social 

media companies and platforms.  Such research will avoid the inherent conflicts of industry-

supported research.  We also encourage universities and academic associations to develop 

disclosure standards that would apply to scholars supported by social media firms.  The 

disclosure policy of the American Economic Association is one plausible model. 

f. Data Access for Academic and Independent Research 

Independent research on the economic and political effects of social media is crucial to 

ensuring that the platforms enhance citizen well-being.  Currently, the major impediment to such 

research is data access.  The lack of access to data for academic researchers does not, of course, 

mean that no research is being conducted.  Instead, it means that the only people who are able to 

conduct such research are those working inside the platforms. We offer two proposals.  A major 

initiative of a new DA ought to be to facilitate independent research.  This could include making 

the data it obtains from social media firms available for research (with suitable restrictions for 

individual privacy and proprietary secrets).  Second, we encourage the reconsideration of the 

presumption that data collected by social media platforms ought to be considered proprietary at 

all. There are a number of possible proposals in this regard.  The strongest of which would be to 

recast the role of the platforms not as owners of the data provided by users, but rather as 

stewards of that data, entitled to use it to improve their own business models but not necessarily 

to prevent others from using the data for welfare maximizing purposes.  
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Introduction 

Following revelations that foreign agents working on behalf of Russian intelligence 

sought to manipulate information on several digital media platforms to influence the 2016 US 

presidential election and the UK Brexit referendum, there has been heightened scrutiny of the 

political impacts of digital media.  While much of that attention has focused on the role of 

propaganda and misinformation in democratic elections, the impacts are far broader.  Social 

media and Internet search have become a major tool for political mobilization and engagement—

for good and for bad.  They have the potential to democratize speech by offering platforms to 

those formerly without voice.  At the same time, however, they have been blamed for 

exacerbating polarization in societies across ideological, partisan, racial, and ethnic lines.  The 

relative anonymity of some social media also facilitates the propagation of hateful ideologies and 

of political and social harassment. 

Of course, social media and search are far from the first information technologies to 

reshape the political environment.  Innovations in communication from the printing press to 

cable television have profoundly altered the relations between the governor and the governed and 

transformed capacities for democratic and accountable governance. Yet there are valid concerns 

that social media and search may be different from the innovations that have come before them.  

Their massive scale and reach allows a single post to reach millions of users.  They facilitate 

anonymity, which can enable the spread of misinformation and may reduce barriers to 

harassment and hate speech. They severely degrade the ability of traditional journalistic 

gatekeepers to control who produces—or is exposed to—political information. The national 

origins of information can now be almost completely concealed. Of course, earlier innovations 

had some of these features, but none had all of them.  Moreover, these concerns may be 

exacerbated by network externalities and other market characteristics that push social media 

platforms towards natural monopoly.  So in the end, the technology with the most potential to 

reshape modern political institutions and outcomes falls under the control of just a few firms, 

who themselves are enormously powerful political actors.  In a more competitive environment, 

users might vote with their feet against platforms that are overly prone to electoral manipulation 

and misinformation.  But platform monopolization removes the accountability afforded by 

competition.  
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The Stigler Center has charged our committee with exploring the political impact of 

digital media and its most prominent platforms.  First, we discuss how digital media platform 

companies have emerged as uniquely powerful political actors. Here we take a broad definition 

of digital media which encompasses social media, search engines, and messaging applications, 

along with other platforms that share similar characteristics, such as Amazon and Uber.405  We 

identify several political advantages intrinsic to the network externalities central to their business 

models.  We also discuss advantages associated with some digital platforms but not others.  

Importantly, the major platforms, such as Facebook and Google, enjoy all of them. Second, we 

focus not only on the ways in which digital media usage can shape political outcomes.  Here we 

are more focused on social media platforms and search engines. 

Our report is divided into three major sections. The first (section 2 below) focuses on 

digital platforms as political actors with the direct motivation and capacity to influence the public 

discourse to their advantage.406 While political and legal scrutiny of digital platforms is currently 

high, these firms have a number of formidable political assets at their disposal—assets whose 

combination is probably unique to these companies.  Beyond their sheer size and economic clout, 

these firms are becoming the pathways through which politicians reach their constituents, 

protected by First Amendment provisions, shielded by the complexity and opacity of their 

algorithms and internal policies, and massively connected to users and others that may be 

politically mobilized.  Moreover, digital platforms benefit from the current wave of economic 

nationalism as home governments support them in the hopes of competitive advantages in digital 

technology and artificial intelligence.   

These political advantages complicate policy remedies in a variety of ways.  First and 

most obviously, these political advantages can be employed to stave off strenuous government 

oversight and regulation.  Moreover, even those regulatory authorities that are created during this 

period of political weakness may later be captured by the industry when the memories of 

motivating events such as the 2016 election and Brexit fade.  But second, and perhaps most 

                                                 
405 By social media, we mean platforms that allow for user-generated content that can be shared—and often 
annotated—across horizontal networks (Ackland 2013).  
406 While many of the elements of the power of social media firms are common across political systems, we will 
focus on their role in the US political system.   
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importantly, the power of these firms and their control of the very data necessary to facilitate 

external analysis can allow them to avoid greater public scrutiny.   

This leads us to our second section (section 3 below), which maps out the current 

understanding of how social media and digital platforms impact broader political systems. As 

platforms such as Facebook, Twitter, YouTube, and others grow in importance as a medium for 

political debate, so too does their capacity to impact political outcomes more broadly (not only to 

their advantage). As we discuss in this report, however, our knowledge of the political impacts of 

social media and search is severely wanting—in part because the platforms control many of the 

data necessary to independently evaluate the effect on political outcomes, and those data remain 

proprietary and largely unavailable to researchers and the public at large.  Without better access 

to such information, academia, think tanks, and other civil society organizations are hindered in 

efforts to hold social media accountable for the possible distortions of our democracy.407 The 

role of social media and search platforms as essential political infrastructure also complicates 

efforts to regulate them, as politicians and political parties will attempt to use those processes to 

reshape digital regulation for electoral advantage.   

Finally, the third and final section of this report (sections 4 and 5 below) builds on this 

dual diagnosis to study policy options to regulate and reform social media and digital platforms 

more broadly so as to minimize their negative consequences on the political environment. It does 

so by first studying the internal incentives for companies to adequately self-regulate and, upon 

concluding that they are insufficient, addressing a range of other policy options that should be 

considered to better align these companies with the broader public interest.  While many of the 

reform principles and proposals should apply to many national and international contexts, our 

focus will be on those policy reforms that might be undertaken in the United States. 

The Political Economy of Major Social Media Platforms 

Any discussion of the political impacts of social media platforms should begin with the 

political influence and power that emerges from the economic concentration of such a key 

industry.  Absent any other concerns about regulating these platforms, this concentration of 

                                                 
407 https://www.ft.com/content/fbb11010-69d8-11e9-80c7-60ee53e6681d. 

https://www.ft.com/content/fbb11010-69d8-11e9-80c7-60ee53e6681d?desktop=true&segmentId=7c8f09b9-9b61-4fbb-9430-9208a9e233c8#myft:notification:daily-email:content


 
 

280 
 

political influence alone would be a troubling development for American democracy.  But given 

that we and other working groups identify several areas in which government intervention may 

be desirable or necessary, the political economy of digital platforms—how they can use their 

political power to their own advantage—becomes central to addressing the societal concerns 

around social media.  In particular, we are concerned that any reforms designed to address 

economic concentration, privacy issues, or political manipulation be designed to minimize the 

possibility that digital platforms will have the ability to block, delay, or undermine them through 

the use of lobbying and other political strategies.  We believe these considerations are extremely 

important at this juncture—any effective regulatory regime rises from the combination of 

appropriate tools, justifications, and political will.  Following concerns about political 

manipulation in the 2016 election and the Brexit vote, revelations about the lack of privacy, 

security and data breaches, and the backlash against Amazon’s approach to its H2Q location, 

political will to regulate digital platforms may well be at a peak.408  But regulation has to be able 

to sustain itself well after the attention of elected politicians and voters is directed elsewhere.  In 

some cases, political incentive compatibility might require ensuring an alignment of incentives 

between the firm and regulator.  But it may also be worth considering certain interventions 

directed at reducing their political power (subject to First Amendment concerns). 

A. The Sources of Political Power 
Scholars have long debated the extent to which individual corporations and industries are 

politically influential.  While political scientists and economists tend to predict that concentrated 

interests win out over more diffuse interests, there have been many instances where concentrated 

economic power has been checked in favor of the interests of voters and consumers.  Yet there 

are many reasons to believe that the major digital platforms may pose special political risks.409  

In particular, the social media platforms enjoy a unique constellation of structural political 

advantages that may transform them into some of the most successful political agents of our 

                                                 
408 Indeed, even companies such as Facebook are now advocating for the need for government regulation. See 
https://www.washingtonpost.com/opinions/mark-zuckerberg-the-internet-needs-new-rules-lets-start-in-these-four-
areas/2019/03/29/9e6f0504-521a-11e9-a3f7-78b7525a8d5f_story.html?utm_term=.f6a6a7317474. 
409 Of course, there are policy areas in which the major platforms are likely to be in opposition.  In such cases, their 
individual political influences may be offsetting.  However, in many of the key areas discussed in the reports in this 
project—privacy and antitrust—the platform companies are likely to have shared interests. 

https://www.washingtonpost.com/opinions/mark-zuckerberg-the-internet-needs-new-rules-lets-start-in-these-four-areas/2019/03/29/9e6f0504-521a-11e9-a3f7-78b7525a8d5f_story.html?utm_term=.f6a6a7317474
https://www.washingtonpost.com/opinions/mark-zuckerberg-the-internet-needs-new-rules-lets-start-in-these-four-areas/2019/03/29/9e6f0504-521a-11e9-a3f7-78b7525a8d5f_story.html?utm_term=.f6a6a7317474
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times: (i) They have the structural power that comes with being a large corporation, (ii) they 

have unique financial power and resources to lobby politicians and regulators, (iii) their role as a 

media outlet allows them to both become an important pathway through which politicians reach 

their constituents and claim First Amendment protections for proposed regulatory changes, (iv) 

their complexity and internal opacity complicates the development of effective regulatory tools, 

(v) their connectivity can allow platforms to directly engage users in challenging political 

initiatives that disadvantage them, and (vi) their growing importance as leading US exporters 

allows them to raise “national champion” arguments. 

These advantages are discussed in more detail below. 

1. Structural Power 

It has long been recognized that large firms have substantial political clout.410  Much of 

this influence arises directly from the economic resources that such firms deploy into politics.  

Large firms generally organize political action committees that use employee contributions to 

make direct contributions to political campaigns. Subsequent to the US Supreme Court decision 

in Citizens United v. Federal Elections Commission, corporations can spend unlimited sums on 

independent expenditures that advocate the election or defeat of candidates.  Large corporations 

spend even larger sums of money in directly lobbying legislators and regulators.  Philanthropy 

and public relations can be used to create corporate goodwill that provides insulation from 

political pressure.  However, in addition to these direct influences, politicians and regulators may 

provide favorable treatment to large, structurally important firms so as to avoid politically-costly 

adverse employment, investment, and growth effects.411 

2. Financial Power and Resources for Lobbying 

While economic power and resources enhance the political standing of firms in any 

sector, the economic positions of technology firms are currently large outliers.  In May 2018, the 

five largest firms in the world by market capitalization were Apple, Amazon, Alphabet, 

Microsoft, and Facebook.  Moreover, these firms hold combined cash reserves worth hundreds of 

billions of dollars, and all deployed substantial resources towards political campaigns and 

                                                 
410 See Chen (2019) for a recent review of the political impact of business in the US.   
411 See Lindblom (1983) and McCarty, Poole, and Rosenthal (2013). 
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lobbying.412  In the most recent cycle, Amazon and its employees spent almost $13.5 million on 

political campaigns, while Microsoft spent $14 million.  All together, these five firms spent 

around $39 million.413  But campaign contributions is not the area where these firms stand out.414 

Their footprint is much larger in the area of direct lobbying.  According to lobbying disclosure 

reports analyzed by opensecrets.org, Alphabet, Amazon, and Facebook were the Second, sixth, 

and ninth most prolific spenders (respectively) on direct lobbying among American corporations 

in 2018.415 

Not only is the level of lobbying by the social media companies high, but their lobbying 

has grown rapidly over the past five years.  Figure 1 shows the lobbying expenditure for the 

major digital media companies since 2013.  With the exception of Microsoft, whose expenditure 

remained level, all of the companies ramped up lobbying expenditures to an extraordinary 

degree, especially Amazon.  The increases in this sector are all the more remarkable in that 

aggregate lobbying expenditure in the United States has been flat or declining.416  

 

 

 

 

 

 

 

                                                 
412 Twitter is a much smaller firm which is reflected in its more modest political expenditures.  In the 2017–2018 
electoral cycle, Twitter contributed just under $300k while spending $1.6 million on lobbying. 
413 Because of restrictions on fundraising and contributions by the corporate political action committees, spending 
by the corporate PACs represents a relatively small share of the total, with the rest coming from employees.  But 
given the income-skew of campaign contributions, it is likely that the bulk of these individual contributions came 
from high-level executives who would broadly share the firms’ political aims.   
414 Among corporate donors, Microsoft, Amazon, and Alphabet are the 11th, 12th, and 18th largest.   Facebook and 
Apple are much further down the list. 
415 ATT is number 3 and Comcast is number 5.  So five of the top eight are communications companies.  The others 
are major defense contractors. See https://www.opensecrets.org/lobby/top.php?indexType=s&showYear=2018  
416 According to opensecrets.org, aggregate lobbying expenditure was $3.42b in 2018 down from a peak of $3.5b in 
2009.  

https://www.opensecrets.org/lobby/top.php?indexType=s&showYear=2018
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Figure 1 

 

Figure 2 displays some additional important information about the lobbying strategies of 

Alphabet, Amazon, and Facebook.  Each figure, generated from the Lobbyview database, shows 

the flow of money through lobbying representatives (in-house or outside firm), policy issues, and 

institutional venues.417  These figures reveal several facets of these firms’ advocacy strategies.  

First, these firms primarily use in-house lobby firms rather than contracting to outside lobbying 

firms.  This suggests that each has developed a very large sustained institutional presence in 

Washington DC.418   Such investments in internal lobbying capacity are typical of heavily 

regulated industries and those that depend on government procurement.  That these firms have 

made such investments suggests the importance they place on avoiding government regulation 

while obtaining other favorable policies.   The second aspect of these firms’ advocacy strategies 

is the diverse mix of issues.  The influence efforts of the media platforms are much more 

expansive than the domain of information technology, broadly construed.   Amazon’s efforts 

                                                 
417 See Kim (2018).  
418 These companies also lobby extensively in the US states and municipalities. Yet due to varying state disclosure 
requirements and little or no disclosure in corporate reports, less is known about the full extent of these activities 
than those at the federal level.  See https://www.weinberg.udel.edu/IIRCiResearchDocuments/2017/02/Corporate-
Lobbying-in-the-States-FINAL.pdf. 

https://www.weinberg.udel.edu/IIRCiResearchDocuments/2017/02/Corporate-Lobbying-in-the-States-FINAL.pdf
https://www.weinberg.udel.edu/IIRCiResearchDocuments/2017/02/Corporate-Lobbying-in-the-States-FINAL.pdf
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cover a particularly wide swath of policies.  In fact, Amazon lobbies more on issues related to 

aviation, taxation, and trade than it does on technology or the computer industry.  Similarly, 

Facebook is a major player on immigration, while Google is extremely active on consumer 

product safety, as is Apple on taxation.  The third important feature of tech’s lobbying strategy is 

that it is not exclusively focused on the legislative process.  With the exception of Facebook, the 

tech platforms routinely lobbied executive branch office and regulatory agencies in 2018.419  

These include those, such as the Federal Trade and Communications Commissions, which might 

be directly involved in any efforts to regulate the platforms.  Thus, the influence of the platforms 

at the agency level is an important consideration in designing any new regulatory structure.   

Of course, campaign and lobbying expenditures are not the only financial resources that 

these companies bring to bear.  Not only is philanthropy an important generator of goodwill, but 

corporate support of university and think tank research is a more direct source of influence.420  

Hard data on these expenditures is harder to come by, but the concern was visibly demonstrated 

in the controversy surrounding allegations that the New America Foundation divested its Open 

Markets program to placate its major donor, Google.421  Another avenue of corporate influence 

not captured in lobbying reports is the role of these firms in creating express advocacy 

organizations to lobby for policies that may directly or indirectly benefit the firms.  For example, 

Mark Zuckerberg, in collaboration with other tech industry leaders, founded fwd.us which 

advocates for immigration reforms that might expand the number of high-skilled immigrants 

available to work in the tech sector.422   

                                                 
419 Facebook’s lack of executive branch lobbying in 2018 is unusual.  In prior years, they were active in lobbying 
the Departments of Justice and Commerce. 
420 For evidence of the impact of such incentives on research in corporate finance, see Zingales (2013).  For 
evidence that philanthropy is a complement of firms’ political strategies, see Bertrand et al. (2018).  
421 See https://www.nytimes.com/2017/08/30/us/politics/eric-schmidt-google-new-america.html.   
422 See https://www.vox.com/2018/7/18/17575156/mark-zuckerberg-interview-facebook-recode-kara-swisher and 
https://www.fwd.us/immigration/. 

https://www.nytimes.com/2017/08/30/us/politics/eric-schmidt-google-new-america.html
https://www.vox.com/2018/7/18/17575156/mark-zuckerberg-interview-facebook-recode-kara-swisher
https://www.fwd.us/immigration/
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Figure 2:  2018 Lobbying Footprint of Major Tech Firms  
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CPI Computer Industry    IMM  Immigration     TAX Taxation/internal revenue 
CPT  Copyright, Patent, and Trademark  LAW  Law enforcement/crime/criminal justice  TEC  Telecommunications 
CSP  Consumer issues/safety/products  LBR Labor issues/Antitrust/Workplace   TRA Trade   
EDU Education    MIA  Media (Information and Publishing) 
HOM Homeland Security
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Unfortunately, political power generated by economic resources is notoriously difficult to 

control.  Lobbying is a protected activity under the First Amendment.  The current Supreme 

Court will protect the rights of corporations to make unlimited independent electoral 

expenditures, and corporate philanthropy has become a primary source of research funding.  

These facts have led many scholars and activists to advocate for the aggressive use of antitrust 

remedies to curb political influence.423 

3. Role as a Media Outlet  

Digital media platforms such as Facebook, Twitter, and Google operate as news 

aggregators and portals.  Thus, not only will these companies be able to avail themselves of 

certain press protections enshrined in the First Amendment but, more importantly, they are 

increasingly embodying and controlling the means through which politicians reach their 

constituents.  

Starting with the latter, modern political campaigns are increasingly waged over the 

internet. The News Media Committee reports how news consumption has moved online thus 

making digital platforms an important intermediary in news publication. There is also evidence 

of how political debate is slowly moving online, which we discuss below in the section on 

political effects of social media.  

The problem is that only a handful of companies with political and policy motives control 

this new “public square.” Thus, we must be concerned that they may use it for their own 

advantages. It is well known that platforms such as Facebook provide important support to 

certain political campaigns, something they claim to do “neutrally” although candidates have 

paid different advertising rates.424 It is also known, however, that shifts in their algorithms and 

policies can impact outcomes—as shown by changes in Facebook impacting voter turnout.425 

The question that imposes itself is: What would be the political implications of these increasingly 

essential platforms choosing to promote one candidate or idea at the expense of another?  

                                                 
423 See Khan (2016) and Wu (2018). 
424 See https://techcrunch.com/2018/06/11/facebook-says-it-gave-identical-support-to-trump-and-clinton-
campaigns/ . One must stress that it is also known that the Trump and Clinton campaigns paid different rates for 
advertisement on Facebook: https://www.wired.com/story/facebook-trump-clinton-campaign-ad-cpms/ . 
425 See Bond et al. (2012). 

https://techcrunch.com/2018/06/11/facebook-says-it-gave-identical-support-to-trump-and-clinton-campaigns/
https://techcrunch.com/2018/06/11/facebook-says-it-gave-identical-support-to-trump-and-clinton-campaigns/
https://www.wired.com/story/facebook-trump-clinton-campaign-ad-cpms/
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The recent controversy over Facebook barring Senator Elizabeth Warren's ads criticizing 

Facebook is a potential example of how much power could be exercised.426  Facebook’s stated 

rationale for removing the ads was that they violated policies against the use of the Facebook 

name and logo in ads.  However, such a policy clearly serves to make it harder to criticize the 

company on the platform. In this particular case, Facebook quickly reversed course after public 

outcry. However, the ability to publish “billions of personal editions” (to use the concept framed 

by the Media Report) combined with the opacity of proprietary algorithms affords these 

companies the opportunity to shape political outcomes without any form of public scrutiny.  

Conservatives have long claimed that platforms are biased against them. Given the current lack 

of any public data or disclosure obligations, one cannot affirm that these claims are true or false 

or whether Senator Warren's posts were treated fairly.427 Even more importantly, politicians who 

promote regulation against the interests of social media may fear the risk of being subject to 

some form of opaque discrimination when running for re-election.  This media power, here 

understood as the power to shape the public debate and impact political outcomes, is certainly a 

barrier against the creation of a coalition capable of regulating digital platforms. 

A second challenge, however, is that even if politicians overcome their growing 

dependency on social media to impose some form of content regulation, it is not clear whether 

these laws and regulations would be enforceable in the United States as the companies can claim 

First Amendment protections to certain activities. These rights may be sufficient to challenge 

approaches aimed at regulating content, such as the strict Network Enforcement Act (NetzDG) 

adopted by the German government.428 Indeed, some US courts affirmed that search results, 

among others, are protected from governmental influence by the First Amendment, a move 

criticized by some scholars as practically insulating platforms.429 

                                                 
426 See https://www.theverge.com/2019/3/11/18260857/facebook-senator-elizabeth-warren-campaign-ads-removal-
tech-break-up-regulation.   
427 It is important to stress that this report is not affirming that platforms are biased against conservatives or 
defending Senator Warren's proposals on tech regulation. The examples are simply used to prove a point on the risk 
that platforms become non-neutral on their political engagements.  
428 This law mandates that social media companies block or remove content that violates one of several laws on hate 
speech and defamation.  https://law.yale.edu/mfia/case-disclosed/germanys-netzdg-and-threat-online-free-speech 
429 See Wu  (2013) criticizing federal cases that affirmed freedom of speech constitutional protections to Google's 
search results, notably Langdon v Google, Inc (2007) 474 622; Search King, Inc v Google Tech, Inc (2003) 2003 
21464568 (WD Okla).  

https://www.theverge.com/2019/3/11/18260857/facebook-senator-elizabeth-warren-campaign-ads-removal-tech-break-up-regulation
https://www.theverge.com/2019/3/11/18260857/facebook-senator-elizabeth-warren-campaign-ads-removal-tech-break-up-regulation
https://law.yale.edu/mfia/case-disclosed/germanys-netzdg-and-threat-online-free-speech
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 The web of protections currently afforded to social media companies goes well beyond 

those of the First Amendment.  They are also protected by provisions such as Section 230 of the 

Communications Decency Act of 1996, which says, “No provider or user of an interactive 

computer service shall be treated as the publisher or speaker of any information provided by 

another information content provider.”  The act goes further in that it preempts state laws, and 

the courts have refused to limit it to Internet service providers. Among other things, this 

provision immunizes social media platforms from legal liability for hate speech, harassment, and 

misinformation.  Of course, these protections also immunize the platforms in their decisions to 

block or censor content—potentially at the expense of politicians themselves.  But currently, as 

discussed in the second section of the report, platforms have largely chosen to use a light touch 

on content moderation, though this appears to be slowly changing.430 

The fact that social media platforms have quasi-journalistic functions, such as curation 

and moderation, may also complicate efforts at regulation for more purely political reasons.  

Setting aside the economic merits for or against the Comcast/Time Warner merger, Time Warner 

was able to claim that the Trump Administration had targeted it in retaliation for CNN coverage 

of the administration.  For similar reasons we might expect that any attempts to regulate 

Facebook, Google, or Twitter would likely be similarly politicized by either advocates or 

opponents.431 

4. Complexity   

Another impediment to successful regulation of the social media companies lies in the 

complexity of their proprietary algorithms and the privacy of the data they generate.  Under 

conditions of complexity and low transparency, firms will always maintain a large informational 

advantage over regulators.432 While regulation may strive to increase transparency (indeed we 

make several such proposals), it seems unlikely that the firms’ informational advantages could 

                                                 
430  See, for example,  https://www.theverge.com/2019/1/25/18197301/youtube-algorithm-conspiracy-theories-
misinformation or https://time.com/5619999/instagram-mosseri-bullying-artificial-
intelligence/?utm_source=time.com&utm_medium=email&utm_campaign=the-brief-
pm&utm_content=2019070819pm&xid=newsletter-brief. 
431 The potential for such politicization was clearly on display in the recent Senate hearings “Google and Censorship 
through Search Engines,” in which wildly inflated estimates of the impact of Google on the 2016 election were 
offered in testimony.  See https://www.judiciary.senate.gov/meetings/google-and-censorship-though-search-engines.    
432 See McCarty (2013). 

https://www.theverge.com/2019/1/25/18197301/youtube-algorithm-conspiracy-theories-misinformation
https://www.theverge.com/2019/1/25/18197301/youtube-algorithm-conspiracy-theories-misinformation
https://time.com/5619999/instagram-mosseri-bullying-artificial-intelligence/?utm_source=time.com&utm_medium=email&utm_campaign=the-brief-pm&utm_content=2019070819pm&xid=newsletter-brief
https://time.com/5619999/instagram-mosseri-bullying-artificial-intelligence/?utm_source=time.com&utm_medium=email&utm_campaign=the-brief-pm&utm_content=2019070819pm&xid=newsletter-brief
https://time.com/5619999/instagram-mosseri-bullying-artificial-intelligence/?utm_source=time.com&utm_medium=email&utm_campaign=the-brief-pm&utm_content=2019070819pm&xid=newsletter-brief
https://www.judiciary.senate.gov/meetings/google-and-censorship-though-search-engines
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ever be eliminated.   Moreover, the existence of regulation may give firms less of an incentive 

for transparency and other internal controls upon which government regulators might build.433  

These issues manifest themselves in the human capital available for government regulatory 

agencies.   First, government agencies have to compete for technical talent with the tech firms.  

Given the much lower salaries available to government employees, the agencies are at a 

considerable disadvantage.  Second, government regulation may depend excessively on “in-and-

outers”—regulators who have been employed in the tech sector and hope to return.   Such 

dependencies create two problems.  The first is the classic concern of regulatory capture through 

an implicit quid pro quo where regulators go easy on industry in hopes of securing future 

employment.434  The second is what James Kwak calls “cultural capture.”435  To the extent to 

which the tech sector and its regulators draw from the same labor pool, firm executives and 

regulators are likely to see the world in very similar ways.  This in turn reduces the set of policy 

options to those that seem palatable to the firms.  

Finally, complexity implies that there will generally be very little voter interest in many 

of the fine details of platform regulation.  Thus, regulators may face little accountability for their 

decisions.436      

5. Connectivity   

By virtue of their huge bases of customers, social media platforms have direct 

connections to citizens and voters atypical of other corporations.  While other corporations may 

have millions of customers, few have the ability to directly interact with them or have such 

sophisticated data on their political preferences.  A good example may be the now almost 

forgotten debates around the Stop Online Piracy Act (SOPA) and the Protect IP Act (PIPA), 

where coordinated online campaigns led by websites such as Google, Twitter, and many others 

                                                 
433 See McCarty (2017).   
434 A recent study of banking regulation, however, suggests that the effects of such a quid pro quo appear 
empirically less important than the regulator’s human capital disadvantage.  See Lucca, Seru, and Trebbi (2014). 
435 See Kwak (2013). 
436 For this argument applied to the setting of accounting standards, see Rammana (2015). 
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mobilized millions of users—a Google petition in opposition to the acts quickly drew 4.5 million 

signatures, while Twitter spurred users to share 2.4 million tweets attacking the bills.437 

These powers become even more potent for those platforms that also provide income to 

millions of self-employed workers.  For example, it has been estimated that four million 

Brazilians earn income through Uber and other service apps—a number 35 times larger than the 

Post Office, the country’s largest public employer.438  With a large direct stake, such workers are 

likely to be quite susceptible to mobilization on behalf of the firm. For these reasons, the social 

media firms more closely resemble powerful membership organizations, such as the National 

Rifle Association or the AARP, than typical corporations.  But technology firms have the 

capacity to use these connections in much more powerful ways.  The data generated by the 

platforms are already used extensively in mobilization by political parties and social movements.  

That technology firms could turn their data and algorithms towards mobilizing customers on 

behalf of the firms’ policy positions is a serious one.  In fact, such mobilizations have occurred 

in several cities in attempts to overturn local transportation and hospitality regulations.439 

6. “National Champions”   

Finally, just as the American steel and automobile industries responded to international 

competition by arguing for beneficial policies on “national interest” and security grounds, the 

technology sector has begun to make similar arguments in response to the success of 

international competitors such as Alibaba and Tencent.440  American firms argue that the 

combination of Chinese government support and massive vertical and horizontal integration has 

given these firms an unfair advantage.   In a recent interview, Mark Zuckerberg was asked 

“There’s been some calls to break up some companies like Facebook or Amazon that become too 

big. Are you in fear of that in any way?”  His response centered on how that would affect 

competition with China: 

                                                 
437 See https://latimesblogs.latimes.com/technology/2012/01/wikipedia-sopa-blackout-congressional-
representatives.html.  
438 See https://economia.estadao.com.br/noticias/geral,aplicativos-como-uber-e-ifood-sao-fonte-de-renda-de-quase-
4-milhoes-de-autonomos,70002807079. 
439 See https://www.theguardian.com/technology/2017/apr/12/why-everyone-hates-uber-seven-step-playbook and 
https://www.businessinsider.com/heres-why-uber-is-a-political-machine-2015-7. 
440 See https://www.csis.org/analysis/technological-competition-and-china.   

https://latimesblogs.latimes.com/technology/2012/01/wikipedia-sopa-blackout-congressional-representatives.html
https://latimesblogs.latimes.com/technology/2012/01/wikipedia-sopa-blackout-congressional-representatives.html
https://economia.estadao.com.br/noticias/geral,aplicativos-como-uber-e-ifood-sao-fonte-de-renda-de-quase-4-milhoes-de-autonomos,70002807079
https://economia.estadao.com.br/noticias/geral,aplicativos-como-uber-e-ifood-sao-fonte-de-renda-de-quase-4-milhoes-de-autonomos,70002807079
https://www.theguardian.com/technology/2017/apr/12/why-everyone-hates-uber-seven-step-playbook
https://www.businessinsider.com/heres-why-uber-is-a-political-machine-2015-7
https://www.csis.org/analysis/technological-competition-and-china
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I think that the alternative, frankly, is going to be the Chinese companies. If we adopt a 

stance which is that, “Okay, we’re gonna, as a country, decide that we wanna clip the 

wings of these companies and make it so that it’s harder for them to operate in different 

places, where they have to be smaller,” then there are plenty of other companies out there 

that are willing and able to take the place of the work that we’re doing.441  

Such arguments are likely to be repeated throughout any efforts to enforce antitrust 

provisions when considering breakups or evaluating new mergers.  In an era of economic 

nationalism, these arguments are likely to be potent. The tech firms have also elicited the support 

of the US government in attempts to stave off tax and regulatory burdens imposed by other 

states.  When France recently passed a 3% “digital tax” on tech company revenues, the United 

States quickly announced a Section 301 investigation, which could lead to retaliatory actions 

against French products should the digital tax be found to discriminate against US companies.442  

A bipartisan letter from the leadership of the Senate Finance committee urged the Treasury 

Secretary to consider “all available tools under U.S. law to address such targeted and 

discriminatory taxation.” The US response to the French tax illustrates just how much clout the 

social media platforms command even during this period of heightened scrutiny of their business 

models.  

B. Summary 
As we have seen, digital platforms are unique in their ability to influence the political 

debate. While many industries and interest groups enjoy some of the five main political 

advantages, we are unaware of any others that possess all five.  Financial and pharmaceutical 

firms are large and resourced and may appeal to national champion arguments, but they can draw 

on a narrower set of constitutional claims or have a mobilizable customer base.  Among firms, 

media conglomerates seem to come closest, but they are normally smaller economically, have 

less customer data, and are less likely to use international competitiveness as an argument for 

favoritism. It is possible that new, very large conglomerates such as ATT/Time Warner will 

                                                 
441 See   https://www.axios.com/tech-giants-new-defense-our-chinese-rivals-are-worse-zuckerberg-aa1a2e5c-6aa6-
45b3-aa2b-8217b792d10e.html, https://www.vox.com/2018/7/18/17575156/mark-zuckerberg-interview-facebook-
recode-kara-swisher. 
442 Section 301 refers to that section of the 1974 Trade Act. See https://www.ft.com/content/ba4bd9b8-a351-11e9-
a282-2df48f366f7d?emailId=5d27229b017d570004d4fa2d&segmentId=13b7e341-ed02-2b53-e8c0-d9cb59be8b3b. 

https://www.axios.com/tech-giants-new-defense-our-chinese-rivals-are-worse-zuckerberg-aa1a2e5c-6aa6-45b3-aa2b-8217b792d10e.html
https://www.axios.com/tech-giants-new-defense-our-chinese-rivals-are-worse-zuckerberg-aa1a2e5c-6aa6-45b3-aa2b-8217b792d10e.html
https://www.vox.com/2018/7/18/17575156/mark-zuckerberg-interview-facebook-recode-kara-swisher
https://www.vox.com/2018/7/18/17575156/mark-zuckerberg-interview-facebook-recode-kara-swisher
https://www.ft.com/content/ba4bd9b8-a351-11e9-a282-2df48f366f7d?emailId=5d27229b017d570004d4fa2d&segmentId=13b7e341-ed02-2b53-e8c0-d9cb59be8b3b
https://www.ft.com/content/ba4bd9b8-a351-11e9-a282-2df48f366f7d?emailId=5d27229b017d570004d4fa2d&segmentId=13b7e341-ed02-2b53-e8c0-d9cb59be8b3b
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attain similar powers, but even AT&T reaches fewer users than companies such as Facebook or 

Google and has much weaker claims to a national champions argument. 

The digital media platforms do suffer from some important political disadvantages.  First, 

even as their workforce grows, they directly employ fewer workers than many firms do, and 

employment tends to be geographically concentrated.  While Amazon is a major employer across 

the country, other tech firms have smaller workforces that tend to concentrated into tech hubs 

like Silicon Valley.443  And of course, the industry has been weakened politically by the many 

concerns about their role in the Russian interference in the 2016 US elections as well as elections 

in other countries.  That the industry’s closest political allies were disadvantaged by these events 

opens the window for bipartisan reform coalitions that might not exist during normal times.444   

The Political Effects of Social Media  

Having previously outlined how digital platforms may operate as political actors, this 

section reviews the current academic understanding of how platforms affect the broader political 

system.  In a recent report for the Kofi Annan Foundation, Nathaniel Persily highlighted the 

defining characteristics of the new communication revolution, by which he means the 

information environment generated by the rise of the internet and social media platforms.  These 

included the velocity at which information can spread, the rising importance of virality in guiding 

the production of information, the opportunity for anonymity on the part of providers of 

information, and the possible emergence of homophilous communities that themselves can 

become major providers of information to their members.445 All of these characteristics flow 

from the key features of what has often been called Web 2.0: user-produced content that can be 

annotated and shared across horizontal networks.446  Echoing our analysis of the previous 

section, Persily also notes the unprecedented monopolistic potential of the two leading social 

                                                 
443 As mentioned earlier, platforms in the share economy have millions of de facto employees spread throughout 
many jurisdictions. 
444 However, the US response to the French digital tax suggests that the platforms have not been weakened that 
much. 
445 See Persily (2019). 
446 See Ackland (2013). 
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media companies—Facebook and Google—as well as the extent to which their international 

position presents challenges to the sovereignty of individual nations. 

The political implications of the rise of social media are related to both the characteristics 

of the new communication revolution as well as the concerns about the role of media platforms 

as political actors.  Consequently, our report covers both of these concerns and argues that they 

are tightly related.  In considering the political impacts of social media, we argue that social 

media platforms have a number of features that could directly affect political behavior and 

engagement while also generating opportunities that other political agents may exploit both for 

good and for ill.   While the analogy is imperfect, these features are generated in much the same 

way as classic economic externalities.  First, the political impacts are mostly tangential to the 

platforms’ business models, which are focused primarily on maximizing digital advertising 

revenue.  Thus, the platforms have very little private incentive to take actions that eliminate or 

manage the impact of their products on political outcomes.  Second, for the overwhelming 

majority of users, political engagement is not a primary or even secondary reason for engaging 

with a media platform.447  As a result, most users lack any incentive to police the platform 

policies which may generate political side-effects.  And those consumers that do care will face 

tremendous collective action problems compounded by the large degree of user concentration 

and monopolization of the platforms.  So as in the case of classic externalities, democratic 

opportunities and outcomes of millions of third parties may be affected by the policies of the 

platforms and the behavior of users. 

In this section, we consider six potential political consequences of the widespread use of 

social media: reduced costs to political mobilization, increased levels of political engagement, 

reduced power of traditional media gatekeepers, the rise of political polarization, the ability of 

malicious actors to manipulate information, and the increased opportunity for the use of harmful 

speech.  While we order these from those that seem to have the most positive net benefits for 

society writ large to those with the most negative effects, it is important to recognize that 

complex relationships are at work. Indeed, we use the term “potential” in describing many of 

these categories because scholars are not yet sure about the overall net impact of social media in 

many of these cases—largely because the lack of access to proprietary data hinders high-quality, 

                                                 
447 See Guess, Munger, Nagler & Tucker (2019). 
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independent academic research. So it is perhaps best to think of this list as summarizing what is 

most frequently discussed—as well as what we currently know—about the consequences of 

social media usage for politics. 

A. Political Mobilization 
While perhaps difficult to remember today, social media first burst onto the collective 

political consciousness as what Larry Diamond termed “Liberation Technology.”448 Social 

media would help spread democracy across the globe by giving democratic oppositions the 

opportunity to enjoy the fruits of a communication tool outside of the control of authoritarian 

regimes. To give a key example, social media have repeatedly been lauded for facilitating the 

organization of protests in authoritarian regimes. Social media can be harnessed to connect 

prospective democratic opponents of the regime, to plan protests, to spread information about 

protests in real time, and to keep networks of protesters connected after the physical protests 

have concluded. Social media have been posited to lower both the real and perceived costs of 

participating in protest against oppressive regimes.  The real costs are lowered not only by 

making access to information about protests and protest movements easier to acquire, but also by 

decreasing the costs associated with sharing information with large numbers of people.449 

Uncertainties such as the possibility of showing up for a protest with few other fellow protesters 

or that of facing police action and physical harm when protesting can also be decreased by social 

media, which allows would-be protesters to gauge the popularity of the regime and the reservoir 

of support for nascent opposition movements.450  Social media also allow regime opponents to 

accumulate information in real time about police activity, violence, and safety. The Ukrainian 

Euromaidan protests, which eventually led to a regime change, famously began with a post on 

Facebook noting that if at least 1000 users “liked” the post, all those users would all join a 

protest the following day.451  The role of social media in the events that came to be known as the 

“Arab Spring” is also well documented.452 

                                                 
448 See Diamond (2012). 
449 See Tufekci (2017). 
450 See Cantoni et al. (2017) for counter-evidence that people might actually stay away from protests when they 
learn large numbers of people are planning on attending. 
451 See Metzger and Tucker (2017). 
452 See Howard and Hussain (2013). 
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While originally touted as a tool for organizing in closed societies where democratic 

activists were shut out of more traditional forms of media, the lure of social media as a tool for 

political mobilizations quickly became apparent in more open societies as well.453  Perhaps the 

most dramatic example is the original Women’s March in the United States in January 2017, 

which grew out of a Facebook post from “a grandmother in Hawaii.”  Indeed, today it is difficult 

to find an example of a significant protest event anywhere that does not have a social media 

component. Nevertheless, there has been pushback against the idea that social media inherently 

facilitates protest behavior. Most prominently, Evgeny Morozov has argued that information 

technology can be just as useful to oppressive regimes looking to stifle dissent. Others doubt that 

the benefits for grassroots action are real; Malcolm Gladwell’s “Slacktivist” argument posits that 

social media gives people the false belief that they can participate in a movement simply by 

clicking “like” on a protest post, without having to engage in the relatively more costly activity 

of offline protesting or movement building.454 This in turn has led to counterarguments about the 

value of the “weak ties” observed in social media networks for political participation,455 the role 

that peripheral members of online networks can play in spreading information about protests,456 

and evidence of the tighter online networks among protesters as opposed to comparable groups 

of non-protesters.457 

B. Political Engagement 
Social media platforms may also foster many other forms of political and social 

engagement by lowering the costs of participation and ameliorating collective action problems. 

Indeed, the original proponents of “e-government” touted the Internet as a force that would bring 

the rulers closer to the ruled by creating a common space in which both could communicate with 

one another.458 Such communication has often come from the top down, effectively allowing 

elites to communicate with masses without having to work through the press (e.g., Alexandria 

Ocasio-Cortez) or  by using social media to dictate press coverage (e.g., Donald Trump).  There 

                                                 
453 See González-Bailón et al. (2011). 
454 See Gladwell (2010). 
455 See Bennet and Segerberg (2012). 
456 See Barberá et al. (2015). 
457 See Larson et al. (2019). 
458 See Gil-Garcia et al. (2005). 
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are, however, instances of politicians engaging in two-way conversations with their constituents 

on social media (e.g., Senator Cory Booker). Indeed, elites have embraced social media as a tool 

for direct communication with the public in both democratic and non-democratic regimes.459  

Social media have also been shown to be a powerful tool for encouraging the most 

common form of political engagement: voting. A 61-million-person experiment in the 2010 US 

national election presented users of Facebook with a banner reminding them of Election Day, 

showed them some information about friends’ behavior on Facebook, and then provided the 

opportunity to note on Facebook that they had voted and to seek out more information about how 

to vote. The result was that not only did exposure to the banner have a direct effect on the 

respondent in question, it also had indirect effects on friends of people exposed to the banner. 

Nor was this effect limited to online behavior: The researchers also observed an increase in 

actual voter turnout.460  The same features that make social media such powerful tools for 

organizing protests also should allow it to be used for organizing other forms of civic activism, 

including voter registration drives and get-out-the-vote campaigns.461 Of course, the question has 

emerged whether the same tool that was used to encourage voter participation can now be used 

to suppress voter participation or to target a given political outcome.462 

C. Limiting Power of Information Gatekeepers   
The defining feature of social media is that user-generated content can be spread 

horizontally through peer-to-peer networks.  Putting aside concerns about the quality of the 

content, this represents an obviously dramatic change from previous eras when information 

about politics came top-down from media companies in the form of newspapers, magazines, 

radio, and television. Thus, social media can give voice to actors who previously did not have 

access to mainstream media, and undoubtedly these platforms democratize access to 

information.463 As discussed previously with respect to authoritarian regimes, these features 

mean that pro-democratic voices that would normally be excluded from state-controlled press 

and television now have a platform for publishing and distributing political news and 

                                                 
459 See Barberá et al. (2018), Neblo, Easterling, and Lazer (2018), and Siegel et al. (2019). 
460 See Bond et al. (2012). 
461 See Aldrich et al. (2016). 
462 See Bradshaw and Howard (2018) and Tucker et al. (2018). 
463 See Tucker et al. (2017). 
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information. But even in the context of democratic political systems, the diminished role of 

gatekeepers means that marginalized communities that may previously not have had a real voice 

within mainstream media can now be heard.  Prime examples include the Black Lives Matter and 

Occupy Wall Street movements in the United States and the Indignados movement in Spain.464 

Further, despite the received wisdom that social media puts users in a political bubble, there is 

growing evidence that simply the experience of consuming news via social media—accessing 

news stories one at a time from different sources, as opposed to watching a television broadcast 

or reading a newspaper—can actually lead to increased exposure to cross-cutting political 

views.465 Of course, limiting the power of gatekeepers also means that it is harder to prevent the 

spread of inaccurate information and uncivil speech, topics to which we turn in the following 

sections. 

D. Political Polarization and Manipulation of Information 
The widespread use of social media platforms has also been linked to two related 

negative effects: growth in political polarization and the manipulation of information. By 

political polarization, critics typically refer to increasing levels of outgroup dislike—and in-

group favoritism—at an emotional or gut level, or what political scientists refer to as “affective 

polarization.”466 Information manipulation covers a range of phenomena, most commonly the 

spread of online misinformation, disinformation, and “fake news.” Since false or misleading 

content is often tailored specifically to appeal to people’s political prejudices, the “demand” for 

online misinformation has been linked to the rise of partisan polarization in the mass public. As 

we will see, the extent to which either of these phenomena are caused or exacerbated by social 

media remains a matter of lively debate. Still, it is important to clarify the mechanisms by which 

unplanned encounters with socially shared information—due to network ties, targeted 

advertising, algorithmic personalization, or some combination of the three—could lead to 

increased levels of polarization and misinformation. In the case of misinformation, people’s 

ability to costlessly share content that they find compelling or agreeable can transform seemingly 

                                                 
464 See Freelon, McIlwain, and Clark (2016), Jackson, Bailey, and Welles (2019) and Gonzalez-Bailon and Wang 
(2015). 
465 See Wojcieszak & Mutz (2009), Messing & Westwood (2014), Barberá (n.d.), Bakshy et al. (2015), and 
Newman et al. (2017). 
466 See Iyenger et al. (2012) for an overview. 
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unconnected individual behaviors on social media into unpredictable cascades of viral 

propaganda. The resulting fog of half-truths can inflame discourse and monopolize the limited 

capacity of information intermediaries. These possibly unintended byproducts interact with mass 

polarization by further skewing perceptions of the other side.467 When the most visible actors are 

the most extreme, and when information architectures flatten and decontextualize social 

interactions, reinforcing spirals of misinformation and distrust may become more likely. 

Thus perhaps one of the most frequently asked questions about social media platforms is 

whether their use is polarizing society. A longstanding concern is that the internet enables people 

to choose sources of information that confirm their preexisting biases.468 In the case of social 

media, people may also choose to exclusively interact with others who share their worldview. 

When people self-select in this way, social pressure toward homogeneity can produce 

polarization and extremism. Finally, algorithms designed to learn people’s preferences can 

reinforce these tendencies to create a feedback loop.469 Thus, platforms that give people 

unprecedented freedom to encounter information and seek out social connections may—

inadvertently or not—contribute to the segmentation of society along partisan and other social 

identity-related lines.470 

While the logic underlying these dynamics is well understood, evidence on these points 

continues to be mixed. One recent study focusing on the United States found that the greatest 

increase in polarization over the past 20 years occurred among the oldest age group—those least 

likely to be online during that period.471 At the same time, fairly credible evidence has emerged 

linking the rollout of partisan-leaning cable news networks—whose audiences skew older—and 

voting patterns. Taken together, these studies raise the possibility that rising levels of 

polarization owe more to traditional media than to new communication technologies.472 But 

                                                 
467 See Ahler & Sood (2018), Lelkes, Sood & Iyenger (2017), and Suhay et al. (2018). 
468 User self-selection into “echo chambers” represents a classic collective dilemma.  Each user may enhance her 
own personal satisfaction by engaging only with confirmatory information.  Yet there may be a collective harm to 
political deliberation if many such users engage in such behavior.  So any rationale for making self-selection harder 
depends on whether researchers can establish that the collective harm justifies regulation of individual choice.    
469 See Jiang et al. (2019). 
470 See Sunstein (2018). 
471 See Boxell, Gentzkow, and Shapiro (2017). 
472 See DellaVigna and Kaplan (2007), Prior (2007), Clinton and Enamorado (2014), Hopkins and Ladd (2014), and 
Martin and Yurukoglu (2017). 
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these macro-level analyses may not tell the whole story. Recent controlled experiments found 

that encountering ideological tweets from the other side can cause people to become more 

polarized, and suspending Facebook use for a month caused people to become less polarized.473 

How can both sets of findings be true? It’s important to remember that research is still 

accumulating regarding the effects of social media on politics and society.  But studies 

conducted to date make several points clear. First, most people are not on Twitter, the social 

network that has generally been the focus of empirical scrutiny.   Although influential actors and 

important conversations may occur on Twitter regularly, most citizens will not encounter links or 

messages there—at least not directly.474 Second, even for those who are on Twitter, many of 

these users are likely rarely engaging with political content. Once we concentrate on the subset 

of people who participate in online conversations or interact frequently with political information 

on social media, we are already looking at a group that is quite different from the rest of the 

population: more ideological, more politically knowledgeable, and more likely to participate in 

political activity. The visibility of such actors may very well influence the generalizations people 

tend to make about social media as a whole and their effects. And third, even if social media can 

drive polarization, there are other ways in which the structure of online networked interactions 

can simultaneously encourage the opposite. A number of studies have documented that people 

regularly encounter challenging information, even if by accident, via mechanisms such as “weak 

ties”—acquaintances or friends of friends whose views might go unnoticed in offline 

environments.475 Finally, there is little reason to believe that the effects should be the same 

across a wide variety of platforms.  Ultimate conclusions must therefore wait for similar research 

to be done on a wider variety of platforms. 

Beyond the question of the extent of homophily in online networks, much remains to be 

learned about the producers of online disinformation and the precise mechanisms that encourage 

its spread on social platforms. Given the evidence so far, popular narratives about the dangers of 

“fake news” tend to overemphasize its effects on people’s political decisions, such as whether or 

                                                 
473 See Bail et al. (2018) and Allcott, Braghieri et al. (n.d.). 
474 According to studies by the Pew Research Center, only 22% of US adults report ever using Twitter, compared to 
74% and 69% for YouTube and Facebook. See https://www.pewresearch.org/fact-tank/2019/04/10/share-of-u-s-
adults-using-social-media-including-facebook-is-mostly-unchanged-since-2018/. 
475 See Guess (2018), Barberá (2015), and Eady et al. (2019). 

https://www.pewresearch.org/fact-tank/2019/04/10/share-of-u-s-adults-using-social-media-including-facebook-is-mostly-unchanged-since-2018/
https://www.pewresearch.org/fact-tank/2019/04/10/share-of-u-s-adults-using-social-media-including-facebook-is-mostly-unchanged-since-2018/
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for whom to vote. Researchers have generally found that online misinformation is not prevalent 

enough in most people’s social media feeds to make a measurable difference in these 

outcomes.476 On the other hand, there is not nearly enough focus on hypothesized negative 

externalities that are harder to quantify, such as the distortion of public debates about critical 

policy issues and the possibility of losing consensus on a shared set of facts upon which to base 

disagreements.  

E. Harmful Speech 
The spread of harmful speech—including incivility, harassment, and hate speech—is 

another negative consequence of social media. From racially motivated harassment campaigns 

targeting journalists on Twitter to calls for ethnic violence on Facebook, harmful online speech 

has received increased attention from academics and policymakers alike. Fearing that online 

rhetoric is mobilizing offline violence and extremism, governments are passing regulation to 

compel social media companies to ban harmful content. However, despite increased public and 

scientific attention to harmful speech, definitions remain murky and systematic measurement is 

rare, in large part due to lack of access to reliable data.477 As a result, our knowledge of the 

causes, prevalence, and offline consequences of this content remain limited. However, by 

exploring the range of harmful language that has proliferated online and clarifying the 

mechanisms by which social media might facilitate its spread and amplify its impact, we can 

better understand harmful speech, as well as how to best combat it.  

Harmful speech is an umbrella term for behaviors—spanning a range of instigators, 

targets, motives, tactics, and media—that cause harm. It ranges from speech that incites violence 

or criminal acts to speech that is “merely” offensive. It includes actions carried out by 

individuals as well as coordinated mob attacks, involving both those who know their targets and 

those who do not. Outcome-based definitions of harmful speech focus on the harm experienced 

by its targets, while other definitions examine the intent of the speaker or the content of the 

                                                 
476 See Guess, Nyhan & Reifler (n.d.) and Grinberg et al. (2019).  It is worth noting, however, that much of the 
research has been limited to a subset of misinformation, namely, fake news domains.  Thus, we lack a measure of 
the broader fraction of content that is misinformation.   
477 See Faris (2016). 
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speech.  Some of the most commonly cited forms of harmful speech on online platforms are 

incivility, harassment, hate speech, and extremist content.  

Incivility is difficult to define, but recent work has developed a nuanced approach which 

encompasses contempt (e.g., name calling), threats, partisan vitriol, profanity, speech 

devaluation (e.g., calling someone a liar), and seditious language (e.g., calling someone a 

traitor).478 Survey data suggests that social media users are regularly exposed to incivility online. 

Moreover, recent empirical work on Facebook and Twitter supports anecdotal evidence that 

social media platforms are rife with uncivil speech. Uncivil language is highly prevalent in 

political discourse, comprising a large proportion of comments on European and US politicians’ 

Facebook pages and tweets.479 Although individuals in surveys report feeling fatigued and 

demoralized by exposure to uncivil messages online,480 such content receives high levels of 

engagement.481 This may beget a cycle of incivility that discourages certain citizens from 

participating in political discourse.482  

More severe than online incivility, online harassment is defined as unwanted contact that 

uses digital means to create an intimidating, annoying, frightening, or hostile environment for the 

target.483 This involves a range of tactics including doxing, revenge porn, and explicit threats that 

make individuals fear for their immediate safety. Women and minorities are often the targets of 

harassment on social media platforms. Research suggests that online harassment demoralizes its 

victims and emboldens perpetrators, encouraging them to repeat such behavior.484 While there is 

little empirical evidence of how widespread online harassment has become on social media, 

                                                 
478 Recent work on incivility described here includes Barberá et al. (2018), Timm and Barbara (2018), Suhay at al. 
(2018), Theocharis et al. (2016), and Kwan and Gruzd (2017).  
479 In another interesting study, The Guardian policed more than 70 million comments it received on news reports 
over ten years, discovering that harassment targeted women and minorities. Out of the ten most abused writers, eight 
were women and two were black men. All ten least abused writers were white men—see 
https://www.theguardian.com/technology/2016/apr/12/the-dark-side-of-guardian-comments. 
480 See Hinduja and Patchin (2007). 
481 See Klubicka and Fernandez (2018). 
482 See Henson et al. (2013). 
483 For definitions of online harassment, see Lenhart et al. (2016).   
484 See Hensen et al. (2013) and Hinduja and Patchin (2007). 

https://www.theguardian.com/technology/2016/apr/12/the-dark-side-of-guardian-comments
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racially motivated, misogynistic, and anti-Semitic harassment of well-known journalists and 

celebrities have amplified its visibility.485  

Often overlapping with harassment, online hate speech is most commonly understood as 

bias-motivated, hostile, and malicious language targeted at a person or group because of their 

actual or perceived innate characteristics.486  While systematic empirical work exploring the 

prevalence of different types of online hate speech across social media platforms is quite rare, 

existing research suggests that—counter to popular journalistic narratives—it may represent only 

a fraction of a percentage point of overall posts on sites like Facebook and Twitter. However 

rare, online hate speech can have severe offline consequences.  Survey data indicates that online 

hate speech negatively impacts the psychological well-being of individuals who are exposed to 

it, and can damage intergroup relations. Compelling causal empirical evidence also suggests that 

online hate speech can incite people to violence.487 Indeed it may be playing a particularly 

devastating role in fueling attacks on immigrants, refugees, and other vulnerable populations. 

Moreover, hate speech is frequently used by extremist groups—from white nationalists to 

members of the Islamic State—to propagate their messages and lure recruits.488 Thus, in addition 

to potentially inciting hate crimes and exacerbating intergroup tensions, online hate speech may 

also bolster extremists groups’ ability to fundraise and expand their reach.  

What are the mechanisms by which social media facilitates the spread of harmful speech? 

First, social media platforms provide social distance and anonymity (although these 

characteristics vary by platform).489 The absence of face-to-face contact and the anonymity of 

online communication enables people to engage in harassment or express uncivil, hateful, or 

extreme opinions without tangible consequences. This may lead perpetrators of harmful speech 

to believe that “normal” rules of social engagement do not apply online. This is true both of 

                                                 
485 For evidence of the targets and consequences of online harassment described here, see Munger (2017), Kennedy 
and Taylor (2010), Mantilla (2013), Hinduja and Patchin (2007), and Banks (2016).  
486 For a discussion of defining hate speech see Cohen-Almagor (2011) and Sellars (2016). For work on the relative 
rarity of online hate speech see Gagliardone et al. (2016) and Siegel et al. (2019).  
487 See Tynes (2008), Muller and Schwarz (2017), and Chan et al. (2015). 
488 See Siegel and Tucker (2018) and Siegel et al. (n.d.). 
489 For studies of the connection between anonymity and harmful speech, see: Cohen-Almagor (2017), Munger 
(2017), Citron (2014), Delgado and Stefancic (2014), and Postmes et al. (2001). 
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everyday social media users and trolls, who mask their identities and strategically engage in 

uncivil discourse, harassment, and hate speech in order to spark reactions and gain attention. 

Second, the amplifying nature of social media platforms gives heightened visibility to 

harmful speech. As studies of uncivil speech demonstrate, although individuals report frustration 

with viewing such content online, it actually receives more engagement in political discourse 

than civil language.490 This heightened engagement means that uncivil content may then be 

amplified by the platforms’ algorithms, though more research is needed to test this hypothesis 

systematically. Social media sites also enable hate groups and extremists to be more visible in 

the digital realm. Although platforms are now cracking down on their activities, hate groups and 

extremists have operated openly on mainstream social media sites.  For example, Richard 

Spencer, who organized the “Unite the Right” alt-right Charlottesville rally, had over 75,000 

followers and was verified by Twitter up until November, 2017.  

Recognizing the power of mainstream social media platforms to magnify their voices, 

“digital mobs” have engaged in coordinated harassment campaigns, as well as anti-Semitic and 

racially motivated attacks on Twitter. These attacks, which often target well-known journalists or 

celebrities, may lead the followers of influential accounts to be incidentally exposed to hate 

speech or harassment. After gaining heightened online visibility, harmful speech often receives 

offline media coverage as well, and this hybrid media system draws even more attention to 

incivility, harassment, hate speech, and extremism, intensifying their negative effects. 

Finally, the networked structure of social media means that individuals who seek out 

harmful online content may find themselves immersed in online echo chambers devoted to fringe 

ideologies where harmful speech is normalized and encouraged.491  As platforms ban extremist 

and hateful content, one unintended consequence is that banned users may congregate on 

specialized platforms where their speech is permitted. In these silos of harmful speech, 

individuals may be radicalized and ultimately may be more likely to perpetrate acts of offline 

violence. Thus as governments and platforms work to regulate the most egregious forms of 

                                                 
490 For research on the amplifying nature of social media platforms for harmful speech, see Mariconti et al. (2018), 
Chess and Shaw (2015), and Kumar et al. (2018). 
491 For studies of how social media echo chambers foster harmful speech, see Daniels (2017), Magdy et al. (2016), 
Costello and Hawdon (2018), Marwick and Lewis (2017), and Zannettou et al. (2018). 



 
 

305 
 

harmful speech on mainstream platforms, this effort may push fringe users into more dangerous 

and destructive online spaces. 

F. Summary 
As we have reviewed, the rise of social media has impacted the political arena in many 

important ways. While it has multiplied the venues for political debates and empowered users, it 

has also enabled a range of negative behaviors that adversely impact our society. It is important 

to stress, however, that we currently have only a very limited understanding of all these 

phenomena. The opacity of digital platforms combined with the restricted access to proprietary 

and user data greatly impairs independent academic research on the topic. It is not coincidence 

that most research on hate speech, misinformation, and related topics relies primarily on Twitter 

data, the most publicly accessible data of any major social media platform.  

Therefore, any attempt to properly understand how social media platforms are impacting 

the political environment necessarily requires better access to data—a point stressed below in the 

recommendations section. 

Reforming the Social Media Platforms 

As discussed earlier, the political consequences of social media bear some important 

similarities with classic economic externalities in that they are generated in large part as by-

products of non-political users connecting on platforms that were designed with non-political 

aims.  If one were to take the externality analogy seriously, it suggests a possible set of 

solutions.  In the standard case of externalities generated by transaction costs or unclear property 

rights, a central authority can prohibit or tax behaviors with negative externalities.  In principle, 

such authority might be exercised by government agencies or by collective agreements among 

industry actors to create a private regulator.   

But we might also consider whether the political impacts of social media can be 

internalized by firms or disciplined by the market so that government regulation is unnecessary. 

In making such assessments, it is worth remembering that new communications technologies 

have often been as politically and socially disrupting as digital media.  Consider the printing 
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press.  It too increased velocity, virality, and homophily.  Yet these features did not in 

themselves require central regulation (at least within democratic societies). 

The key difference between social media and the printing press lies in the differences in 

economic organization.  The productive scale of a single printing press is quite limited.  Thus, 

competition among presses quickly emerged in ways that contributed to political pluralism and 

democracy as a by-product.  But as demonstrated by the Market Structure Committee, social 

media platforms have a strong tendency toward monopolization of their specific markets.  Thus, 

the political effects of social media will be determined by the policies of a few firms in a very 

uncompetitive environment.  The current situation is parallel to one where the printing press 

technology was controlled by a single producer, who could turn off and on any printing press in 

the world. So the situation of social media platforms is much more analogous to that of broadcast 

television and radio.  Early on it was recognized that the scarcity of the broadcast spectrum 

generated the need to regulate in ways that ensured political pluralism.492  Thus, governments 

issued licenses, put restrictions on how those licenses could be used, and subjected broadcasters 

to regulatory oversight.493 

Yet there are arguments that suggest that the problems related to social media, like the 

printing press, can be adequately addressed by self-regulation.  It has been argued that individual 

are reasonably discriminating consumers of information;494 that the social mediation of content is 

not very consequential; and that virality is a very rare phenomenon that is most often driven by 

the mainstream media.495 It has also been argued that harassment and misinformation may be 

controllable because (1) they are driven by a few high volume (and thus detectable) bad 

apples,496 (2) some tweaks to platform affordances would provide more tools to individuals to 

evade trolls (e.g., by excluding them from discussion threads), and (3) the possible loss of user 

engagement provides ample incentive for the platforms to appropriately moderate content.   

                                                 
492 This scarcity was a major point in the Supreme Court case Red Lion Broadcasting Co. v. FCC, 395 U.S. 367 
(1969), which upheld the “fairness doctrine” for broadcasters.  Thus, the lack of scarcity in the digital space may 
pose legal impediments to building upon the precedents of radio and television regulation.   
493 Of course, some governments went much further into the realm of actual censorship, which is something we do 
not advocate.  
494 See Pennycook and Rand (2019). 
495 See Goel et al. (2015) and Riedl et al. (2018). 
496 See Grinberg et al. (2019); and Guess, Nagler, and Tucker (2019). 
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Finally, some scholars argue in favor of a flexible self-regulatory approach that is based on 

articulation of general principles and good practices and that involves third party certification 

and management-based regulation.497   

We, however, have three concerns about arguments in favor of self-regulation and market 

discipline.  First, as the Market Structure Committee points out, the major social media platforms 

operate in very concentrated markets.  There are few good substitutes for Facebook social 

networking or Google searching.  Thus, users who disapprove of the platform’s speech policies 

or negative political impacts have limited alternatives.  It is doubtful that the number of users 

who might stop using Facebook or Google would create a large enough financial incentive for 

the platforms to take the costly actions required to stem the departures.  Moreover, it is unlikely 

that new platforms can emerge that offer true alternatives on issues like privacy and speech 

moderation.  The lack of competition also means that the platforms may be less concerned with 

maintaining brand images in the way that, for example, Coke, Pepsi, or Nike might be.  Such 

consumer-oriented firms in competitive environments are often quite responsive to social 

concerns about their corporate practices for fear of lost sales and boycotts.  But boycotts work 

best when there are alternatives for consumers, and in social media there are few.498   

The second concern is that policies and practices of social media platforms are not very 

transparent.  And without adequate independent research, the implications of these policies are 

not known.  Thus, it is beyond the capacity not only of regular consumers but also of watchdog 

groups to verify whether the social media firms are adhering to their states’ self-regulatory aims.  

This problem is exacerbated by the fact that many political communications are targeted.  Thus, 

most users may never see the politically harmful content.499  While the social media platforms 

may attempt to create oversight boards, the independence of those boards may be questioned.  

Moreover, the access of such boards to data, algorithms, and policies may be limited by the 

firms.   So the self-regulated can quite easily become self-assessors of the self-regulation. Thus, 

an important role for government may also lie in creating the incentives and infrastructure for the 

research that would hold platform firms accountable for any political harms caused by their 

                                                 
497 See Coglianese and Lazer (2003). 
498 See Baron (2009, 2014). 
499 This problem may be exacerbated in the future if Facebook follows through with its plans to stress encrypted 
messaging. https://promarket.org/we-need-to-deal-with-whatsapp-misinformation-problem/ 

https://promarket.org/we-need-to-deal-with-whatsapp-misinformation-problem/
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algorithms or policies, which in turn means ensuring access to the data necessary to undertake 

this research in the first place.500  Finally, the experiences of self-regulatory regimes in other 

industries suggest that such an approach absent government oversight may come up short. For 

example, the fact that the US financial services industry is self-regulated through the Financial 

Industry Regulatory Authority (FINRA) does not obviate the need for supervision by the Federal 

Reserve, the Securities and Exchange Commission, and other governmental agencies.501   

To illustrate our concerns with the inadequacy of self-regulation, an example of 

successful self-regulation is instructive.  Consider the case of e-mail, which was threatened with 

extinction by the flood of spam just a few years ago. While some reformers proposed centralized 

solutions such as small congestion charges on e-mail, spam was largely solved through detection 

technologies that firms willingly installed. Notably, since much of spam is misinformation, and 

e-mail a particular kind of social medium, this could be viewed as a major triumph of social 

media companies against misinformation.  

But the incentives to engage in spam detection are different than those facing the social 

media platforms in a number of important ways.  First, the number of users affected by spam 

(i.e., all of them) was greater than the number of consumers objecting to certain political content 

and policies.  Second, at the time, there was significant competition in internet service and email 

provision.  Consumers fed up with spam would have both strong incentives and opportunities to 

switch to services that better controlled spam.   Third, spam filtration was not as politically 

contested as content moderation.  E-mail services could more easily design transparent policies 

that were broadly acceptable to everyone but the spammers.  Content moderation on what has 

become an essential piece of political infrastructure is not likely to ever achieve such a 

consensus.  Democratic mechanisms may be required to reach acceptable policies.  In summary, 

it is doubtful that controlling political externalities such as misinformation and harassment will 

be in the business interests of the firms the same way controlling spam was.  

There are of course important caveats surrounding government regulation of the 

platforms.  One of the most important is the possibility that regulatory agencies could be 

                                                 
500 As will be better outlined below, it is important to stress that at this point the committee takes no position on the 
platforms’ immunities from Section 230 of the Communications Decency Act of 1996. 
501 Also see the Privacy Committee’s discussion of the insufficiency of self-regulation in the area of user privacy.   
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“captured” by the social media platforms so that new rules and regulations would benefit the 

incumbent firms and further stymy entry into the market.502  This concern is especially important 

in the long run after the salience of social media regulation in current political and policy 

discussions has died down.  Long after public scrutiny has abated, the social media platforms 

will be allocating significant resources to lobbying regulators and legislators for favorable 

treatment.  A standard prescription for preventing agency capture is to strengthen executive 

branch oversight of the agency, under the theory that presidents are less parochial than 

legislators.503 This prescription may be dangerous in the case of social media regulation.  As we 

discussed above, social media platforms have become an essential part of the infrastructure for 

US elections.  Giving any partisan officials wide latitude over social media regulation invites 

opportunities for political manipulation.  In other words, we must be equally vigilant that any 

social media regulators are not captured by industry or a political party.   

Policy Recommendations 

The previous sections have raised a number of challenges posed by the rise of social 

media platforms as important political actors and as the new public squares. In this section, we 

outline a number of proposals designed to mitigate not only the potential negative political 

impact of social media but also the auxiliary effects of concentration on the digital platforms. 

Perhaps the most important recommendation is our concurrence with the other groups that 

significant government regulation and greater antitrust scrutiny is warranted.   Our unique 

contribution to that discussion focuses on issues related to regulatory structure, where we lay out 

several principles to help insulate regulatory authorities from excessive industry and political 

influence while aiming to preserve democratic accountability.   We also address important issues 

related to disclosure and transparency.  First, we endorse updating campaign finance law to cover 

spending on social media campaigns.  Second, we call for more transparency in the use of 

platform companies’ support for research on social media and for greater dissemination of 

internal research.  Finally, we believe that a new Digital Authority can be essential for 

                                                 
502 See Carpenter and Moss (2013) for a recent set of essays on the politics of agency capture.  
503 For example, see Moe (1989). 
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facilitating greater independent research and auditing, by ensuring that regulators and scholars 

have access to relevant social media data. 

A. New Regulatory Authorities 
Our report, along with those of the committees on privacy, media, and competition, 

identifies many negative features of social media that will require much more than commitments 

to corporate social responsibility and self-regulation.  Yet, recent regulatory arrangements are 

under-resourced and ill-suited.  Thus, we recommend the creation of a new regulator and 

enhanced arrangements for inter-agency cooperation.   

We believe the following principles should guide the creation of a Digital Authority (DA) 

tasked with regulating digital platforms:504 

1. The DA should have a reasonable degree of autonomy from industry influences to 

make decisions about social media platforms in the public interest.  

2. The DA should be structured so as to prevent its powers from being used for 

partisan purposes.  

3. The jurisdiction of the DA should cover as many social media–related functions 

as possible to prevent regulatory fragmentation.  

4. Mechanisms for coordination with other agencies should be created. 

5. The DA should have responsibility for rulemaking in the following areas: 

i. General consumer protection 

ii. Privacy policies and disclosure 

iii. Transparency 

iv. Data portability 

v. Data and algorithmic access for external auditing and research 

                                                 
504 Should existing bodies such as the FTC or FCC be granted new authority, we hope that these principles will 
guide the ways in which these powers are implemented internally.   
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6. The DA should have authority to create mechanisms for real time data collection 

from the platforms (subject to appropriate protections for user privacy). 

7. The DA should have research capacity to undertake studies of the impact of the 

platforms on social and political outcomes.   

8. The DA should play a facilitating role in generating independent research by 

outside scholars. 

9. The DA should have the authority to review relevant internal studies conducted 

by the platform companies. When the release poses no undue compromising of privacy or 

exposure of business secrets, studies should be made publicly available.   

10. The DA should evaluate any of its rules and regulations for adverse effects on 

innovation and competition in the digital media sphere. 

11. The DA should have a broad set of tools to enforce compliance with its rules and 

directives.   The authority should be able to pursue administrative actions, civil proceedings, and 

criminal referrals.  

The principles of autonomy (items 1 and 2) will be essential in preventing industry 

capture and politically-inspired forbearance.  We are especially concerned about the latter 

consideration, given the role that social media has come to play in political campaigns and policy 

advocacy.  Adhering to both principles, however, will be challenging.   As noted above, some 

scholars tend to stress a combination of executive oversight and legislative insulation as a 

preventive of industry capture.505  As an example of this approach, consider the Consumer 

Financial Protection Bureau (CFPB) that was created in the Dodd-Frank financial reforms.  The 

CFPB’s design includes a number of features that were designed to limit undue industry 

influence.  First, it is headed by a single presidentially-appointed, Senate-confirmed appointee.  

This head serves for a fixed five-year term and can only be removed by the President for cause.  

Second, the agency is housed in and funded by the Federal Reserve.  Thus, it is not subject to 

direct presidential oversight and is insulated from the appropriations process.  Third, the CFPB 

                                                 
505 See Moe (1989). 
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can issue new rules without going through the review of the Office of Information and 

Regulatory Affairs (OIRA).506 

There are two clear downsides of the CFPB model.  The first is that it goes too far in 

insulating the DA from democratic accountability, as voters would lack clear means of having 

their views represented in agency decision making.  Second, and perhaps more importantly, the 

President would have important sway over the DA through the powers of appointment.507   Such 

an arrangement could be an open invitation to politicization and partisan favoritism—especially 

in light of the role of digital media in political debates and elections.    

An alternative to the highly-insulated CFPB model would be the traditional multimember 

independent commission similar to the Federal Trade Commission or the Securities and 

Exchange Commission.  Such commissions are generally bipartisan with limits on the number of 

members from a single party.  If they include staggered terms and constraints on presidential 

removal, presidential influence may be restrained.  But precluding partisan influences on a 

commission remains challenging.  With an odd-numbered membership, it is likely that one party 

would have a majority.  But with an even-numbered membership with partisan balance (such as 

the Federal Election Commission), deadlocked decisions might become the norm.  Within the 

commission model, varying degrees of insulation could be achieved by allowing the DA to 

obtain some of its funding from industry fees in addition to congressional appropriations.  

Currently, independent commissions are not subject to OIRA review and therefore are provided 

some buffer against excessive presidential influence. 

There is probably no single way to balance the concerns for preventing industry capture 

and those related to political manipulation.  But we envision that the DA could draw from both 

of these regulatory models to strike a reasonable balance.  Ultimately, the recurrent and 

                                                 
506 Under Executive Order 12866, OIRA is tasked with reviewing all “significant regulatory actions,” including 
proposed rules that would “[h]ave an annual effect on the economy of $100 million or more.”  OIRA’s primary 
charge (to the extent allowed by applicable statutes in any given case) is to make sure that the rules meet a cost-
benefit test.  Currently, all independent regulatory agencies are exempted from OIRA review.  But the current 
administration may be considering OIRA review for independent rulemaking. 
https://www.forbes.com/sites/susandudley/2018/04/24/trumps-regulatory-czar-signals-readiness-to-rein-in-
independent-agencies/#173735f9f9c3 
507 This presidential influence has been demonstrated at the CFPB following President Trump’s appointment of 
Mick Mulvaney. 

https://www.forbes.com/sites/susandudley/2018/04/24/trumps-regulatory-czar-signals-readiness-to-rein-in-independent-agencies/#173735f9f9c3
https://www.forbes.com/sites/susandudley/2018/04/24/trumps-regulatory-czar-signals-readiness-to-rein-in-independent-agencies/#173735f9f9c3
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pervasive problems around social media indicate that, at least in this area, imperfect regulation is 

likely to be better than the current status quo of no regulation whatsoever. 

The issue of regulatory fragmentation (principle 3) is a serious one that has bedeviled 

many policy areas, and especially financial regulation.  Thus, we strongly urge that the DA be 

given as much exclusive jurisdiction over digital media platforms’ publication and data 

processing activities as practical.  However, there would appear to be at least three important 

exceptions.508  Clearly, the role of social media in campaigns and elections will continue to be 

overseen by the Federal Elections Commission, as such regulations need to be well coordinated 

with regulations related to the use of television and radio.  Second, there may be policy issues 

related to the Internet, such as service provision, that might be better regulated by the Federal 

Communications Commission.509  Finally, the Federal Trade Commission and the Department of 

Justice will continue to be the agencies that review mergers and enforce antitrust laws. Thus, we 

stress the importance of principle 3 and the idea of mechanisms to coordinate between the DA, 

the FCC, the FEC, the FTC, and the DOJ. 

A related concern is the extent to which regulations of the DA should preempt state laws 

and regulations.  While there may be some advantages to replacing a patchwork of state rules 

with a uniform national standard, the committee believes that the DA should primarily set 

regulatory floors in areas such as privacy and electioneering disclosure and allow states to 

enforce high standards should they choose to do so.   This is particularly important in the area of 

campaign disclosure, given the states’ traditional role in regulating elections.510   

We recommend that the DA take primary responsibility for several areas, including 

consumer protection, privacy, transparency, and data portability.511  Specific recommendations 

for rules and enforcement approaches are detailed later in this report and in the reports of the 

other working groups.  But to facilitate rules and enforcement in these areas, we believe that it is 

                                                 
508 Of course, there will be many other exceptions generally related to regulations and oversight that apply to all 
firms, such as the enforcement of employment laws.  
509 The committee takes no position on the ongoing controversy over whether the FCC has or should have the power 
to regulate service providers in areas such as net neutrality. 
510 However, there might be an important role for centralized policies to lessen the burdens associated with social 
media platforms making 51 sets of disclosures (one set for the FEC and one for every state regulator).  
511 Here we depart from the Privacy Committee, who would leave user privacy regulation under the domain of the 
Federal Trade Commission.  
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important for the DA to develop rules and capacity for real-time data collection and analysis.  

Access to these data will be crucial for ensuring compliance with privacy and transparency rules.  

Consider the recent mosque attacks in New Zealand that were broadcast on Facebook.  Without 

real-time regulatory data, Facebook’s reports on moderator response time and the number of 

viewers is not verifiable. Regulators ought to have access to such data (subject to reasonable 

protections against revealing firms’ proprietary information, and protecting the privacy interests 

of third parties.)  Where privacy and the maintenance of trade secrets can be insured, such data 

should be made available to independent researchers.   

We have previously detailed how the lack of access to data prevented scholars from 

comprehending the real impact of social media on most arenas. This claim, however, is only 

partly true—it prevents scholars from doing independent, high-level research. Scholars working 

for the platforms themselves undoubtedly have much better access to data than those not working 

for the platforms (i.e., those employed at institutions that typically support scholarly research, 

such as universities and think tanks).  The question, however, is: What happens to the studies 

that are conducted internally by platform-employed researchers? These proprietary studies are 

rarely made available to the public, and as long as this remains the case there will always be 

those who suspect that those that are made public will be the ones that tend to cast the platforms 

in a favorable light, regardless of whether or not this is the case.512  Therefore, we recommend 

that the DA create a research office staffed with social and data scientists who can conduct and 

coordinate independent research (principle 7).  Moreover, we also believe that the DA research 

office should play a facilitation role for research conducted by outside scholars by providing both 

funding and access to data and data generation processes (principle 8).  This would allow for far 

less financial and data dependency on the platforms by scholars and outside analysts.513 Finally, 

the DA should have access to the internal studies conducted by the platform companies, 

diminishing information asymmetries between the parties (principle 9).  The DA should consider 

creating pre-registration of internal studies to avoid the hiding of adverse outcomes.  In addition, 

                                                 
512 This is a particularly perverse version of what is known as the “file drawer” problem in academia, which is 
generally described as a biased view of research results produced by the fact that “positive” findings are more likely 
to get published than null findings (Franco, Malhotra, and Simonovits 2014). So rather than the proclivities of 
academic publishing preferences, here the file drawer problem could be attributed to the financial incentives of the 
platforms. 
513 This is a problem that has plagued health-related research in the past; see for example Fabbri et al. (2018); 
Lexchin (2012); and Sismondo (2007).  
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an important consideration is how to set the agenda of the DA’s research arm.  We recommend 

the creation of an outside advisory committee to help set these priorities.514  Such an advisory 

committee should have a membership in which academia and civil society is heavily represented 

relative to industry. 

Principle 10 is crucial.  Too often regulatory regimes create substantial burdens on 

smaller firms that serve as a barrier to entry.  Competition in the social media space is an 

important complement to good regulation and should be promoted where possible. The Market 

Structure Committee Report has a series of important recommendations on policies that may 

promote a competitive environment in digital markets. 

Finally, as many commentators have raised concerns that recent FTC fines of Facebook 

over privacy violations were not large enough to deter future transgressions, it is crucial that the 

DA should have a wide variety of enforcement tools to ensure that punishments for violating its 

rules and directives are significant enough to compel compliance by the platforms.515 

B. Antitrust Enforcement or Other Policies to Prevent Political Market 
Concentration 

As seen above, many of the negative political by-products identified by this report are 

associated with the lack of a competitive market for digital platforms. Therefore, we must also 

consider the establishment of some form of policy aimed at reducing “political concentration.”  

Antitrust is the primary policy targeting concentration. Contemporary antitrust 

enforcement is generally predicated on a consumer welfare standard.  Accordingly, unless it can 

be shown that consumers are harmed by a potential increase in price or decrease in quality, 

mergers and acquisitions are generally approved by regulators.  As currently interpreted, this 

approach presumes that the main negative externality of economic concentration is monopoly 

                                                 
514 Although the appointments would be at the discretion of the agency head, nominations can also be made by 
members of Congress, the general public, or professional societies or current and former committee members.  
Moreover, the charter for such a committee can specify the professional and academic requirements of the body. See 
https://www.gsa.gov/policy-regulations/policy/federal-advisory-committee-management/advice-and-guidance/the-
federal-advisory-committee-act-faca-brochure for the regulations surrounding the creation and operation of such an 
advisory committee.   
515 See https://www.washingtonpost.com/technology/2019/07/12/ftc-votes-approve-billion-settlement-with-
facebook-privacy-probe/?utm_term=.9c2279a119c9 and 
https://www.washingtonpost.com/technology/2019/07/22/facebook-vs-feds-inside-story-multi-billion-dollar-tech-
giants-privacy-war-with-washington/?utm_term=.434f89b36440.     

https://www.gsa.gov/policy-regulations/policy/federal-advisory-committee-management/advice-and-guidance/the-federal-advisory-committee-act-faca-brochure
https://www.gsa.gov/policy-regulations/policy/federal-advisory-committee-management/advice-and-guidance/the-federal-advisory-committee-act-faca-brochure
https://www.washingtonpost.com/technology/2019/07/12/ftc-votes-approve-billion-settlement-with-facebook-privacy-probe/?utm_term=.9c2279a119c9
https://www.washingtonpost.com/technology/2019/07/12/ftc-votes-approve-billion-settlement-with-facebook-privacy-probe/?utm_term=.9c2279a119c9
https://www.washingtonpost.com/technology/2019/07/22/facebook-vs-feds-inside-story-multi-billion-dollar-tech-giants-privacy-war-with-washington/?utm_term=.434f89b36440
https://www.washingtonpost.com/technology/2019/07/22/facebook-vs-feds-inside-story-multi-billion-dollar-tech-giants-privacy-war-with-washington/?utm_term=.434f89b36440
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pricing.  In the case of social media, this presumption is dubious.  Economic concentration 

concentrates political power. Large firms who lack competitors are hugely advantaged in the 

political marketplace.  They have the clout to use political processes to thwart the innovation 

which might lead to future competition and generate other political rents.  Second, concentration 

may exacerbate the negative consequences of social media’s role in the political system.  When 

the social media space becomes concentrated, the effect of each firm’s moderation decisions is 

increased.  Moreover, the lack of competition deprives us of a marketplace of ideas that might 

serve to regulate the platform’s policies on speech and political activity.  These political effects 

of concentration are unlikely to ever be captured directly by the consumer welfare standard.  A 

more promising approach would be to emulate the various rules that the FCC has enacted over 

the years to limit concentration of media ownership in particular markets.   

Whether the antitrust law should broaden its scope beyond the consumer welfare standard 

is a complex and controversial issue and lies beyond the scope of our committee.  But we do 

believe that the harms to citizens through the distortion of political processes should be given 

considerable weight in policies aimed at fighting market concentration.  At a minimum, we 

believe that the DA should develop methodologies for evaluating the explicit political impact of 

social media concentration, and we welcome a debate on how to better structure such review in a 

way that is not manipulated by political parties (the metric developed by the News Media Report 

being an important reference). The independent access to data and data generation processes, for 

which we have called in principle 8 in the previous section, will undoubtedly play an important 

role in developing and evaluating such methodologies.  Such studies should be made available to 

antitrust regulators and to the general public, so as to instruct decision-making.  Such reports 

may contribute to the establishment system of dual review such as that in place for mergers 

involving broadcasters, which gives the FCC a dual-mandate that complements that of antitrust 

authorities but considers different criteria when assessing the consequences of concentration.516 

Again, the challenge here will be to develop a system that controls political concentration in an 

objective, unbiased way. 

                                                 
516 This is also the case with banking mergers where the impact on financial stability is considered along with the 
impact on concentration. 
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C. Platform Liability 
Many discussions about the role of social media firms in content moderation focus on the 

impact of Section 230 of the Communications Decency Act of 1996, which says, “No provider 

or user of an interactive computer service shall be treated as the publisher or speaker of any 

information provided by another information content provider.”  Moreover, Section 230 

preempts state laws, and the courts have refused to limit it to Internet service providers. Among 

other things, this provision immunizes social media platforms from legal liability for hate 

speech, harassment, and misinformation. 

The Politics Committee reached no consensus on the desirability of repealing Section 

230.  On one hand, removing the liability protection of the media platforms would undoubtedly 

spur them to undertake much more aggressive content moderation in an effort to avoid litigation 

related to slanderous and harassing speech.  Yet at the same time, the absence of liability 

protection might induce the platforms to police over-aggressively and have an unduly chilling 

effect on speech.517  The debate surrounding Germany’s Network Enforcement Law (NetzDG) 

exemplifies these tradeoffs.  In accordance with its long tradition of prohibiting and penalizing 

extremist speech, the NetzGD law requires the platforms to delete illegal content within 24 hours 

or face fines up to $60 million.  The law spurred digit platforms to dramatically increase 

moderation efforts by hiring thousands of new moderators.  Yet, critics accuse the law of 

overreaching—resulting in the deletion of legitimate content and serving as an additional 

grievance in opposition to which extremist movements could mobilize.  While the First 

Amendment would surely mean that any similar law in the United States would be far narrower, 

the tradeoffs between over- and under-regulating content would remain.  There was some 

support on the committee for removing liability protections in limited circumstances.  One 

exception might include defamatory or illegal communications by foreign actors.  Assuming 

adequate oversight capacity, removing protection from liability on those acts would incentivize 

the platforms to better police foreign disinformation efforts.518  The recommendation of the 

Media Committee to condition Section 230 protections on public service obligations is an idea 

                                                 
517 Interestingly enough, and as reported by the News Media Committee, Section 230 was actually initially enacted 
to allow platforms to moderate content in the first place, even if it became a shield afterwards.  
518 As discussed in the section on campaign disclosure, US courts are generally more tolerant of policies directed at 
reducing foreign political influences.  
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worthy of consideration.  But given the history of similar arrangements, such as the Fairness 

Doctrine for broadcast licensees, we should remain concerned that platform lobbyists may be 

able to narrow the scope of these obligations while retaining immunity. 

D. Role of Social Media in Campaigns and Elections 
We endorse two campaign disclosure provisions that have been proposed as part of the 

Honest Ads Act.519 The first of these amends the definition of “electioneering communication” 

to include internet or digital communication. Under current law, electioneering communication is 

any broadcast, cable, or satellite communication that refers to a clearly identified candidate for 

federal office and is publicly distributed within 30 days of a primary election or 60 days of a 

general election. Electioneering communication must include a disclaimer stating who paid for 

the message. Any entity spending more than $10,000 on electioneering communication in a 

calendar year must also report the disbursements to the FEC. Section 6 of the Honest Ads Act 

broadens the definition of electioneering communication to cover “qualified internet or digital 

communication.” This term, in turn, is defined as “communication which is placed or promoted 

for a fee on an online platform.” Section 6 thus makes applicable to political advertisements on 

digital platforms the disclaimer and disclosure requirements that already govern political 

advertisements in other media. It fills the loophole in the existing definition of electioneering 

communication (which was adopted by Congress in 2002, before the emergence of digital 

platforms).  The committee believes that the Act’s definition of electioneering communication be 

clarified to ensure that it includes electioneering activities of “coordinated social media 

campaigns” that do not involve paid advertising on the platform.  This would encompass 

situations such as those where an entity is coordinating the actions of actual or simulated user 

accounts.  In such cases, the organizer of the campaign would have to disclose any electioneering 

activities to the platform.520   

                                                 
519 The Honest Ads Act was introduced in the Senate with bipartisan support.  Subsequently, its provisions were 
included as part of H.R. 1 (the For the People Act) that the House of Representatives passed in March 2019. That act 
includes many other provisions related to electoral reform that sharply divide the two political parties.  Thus, we 
make no endorsement specifically to H.R. 1. 
520 See https://defusingdis.info/2019/01/17/how-transparency-can-help-defuse-disinformation-from-botnets-
sockpuppets-and-online-trolls/.  Any disclosure rules for social media coordination should consider a reporting 
threshold that excludes small organized campaigns, such as student groups in high schools or on college campuses. 

https://defusingdis.info/2019/01/17/how-transparency-can-help-defuse-disinformation-from-botnets-sockpuppets-and-online-trolls/
https://defusingdis.info/2019/01/17/how-transparency-can-help-defuse-disinformation-from-botnets-sockpuppets-and-online-trolls/
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The second disclosure provision we endorse is a mandate that digital platforms compile 

publicly available databases of political advertisements that are run on the platforms. This would 

include the posts associated with the coordinated social media campaigns discussed above. 

Section 8 of the Honest Ads Act states that digital platforms with over fifty million monthly 

users must maintain a record for each request to purchase a political advertisement made by a 

person whose aggregate purchases exceed $500 per year. The act should be clarified to include 

electioneering activities of coordinated social media campaigns that do not involve paid 

advertising.  Each such record must contain, inter alia, a copy of the advertisement, the number 

of views generated by the advertisement disaggregated by demographic categories, the period 

over which the advertisement was displayed, the rate charged for the advertisement, the 

demographic targets, and information about the buyer of the advertisement. Section 8 further 

defines a political advertisement as one that is made on behalf of a candidate or that 

“communicates a message relating to any political matter of national importance,” including a 

candidate, a federal election, or a national legislative issue. 

As far as these provisions go, they do not encompass all political activity on digital 

platforms that we might like to be disclosed. Even as amended by Section 6, electioneering 

communication does not cover messages that do not refer to clearly identified federal candidates 

or that are distributed more than 30 or 60 days before an election. Those who convey such 

messages on digital platforms are thus exempt from any disclaimer or disclosure requirements. 

Broader requirements for non-electioneering political ads, however, may generate First 

Amendment concerns.  In light of those considerations, we endorse a disclosure requirement on 

political advertising paid for by foreign entities.  Such a foreign distinction is found in many 

areas of law, such as campaign finance and lobbying disclosure.521 

Similarly, Section 8’s record-keeping obligation does not apply to digital platforms with 

fewer than fifty million monthly users (which include Reddit, Snapchat, and Tumblr). Section 8 

also contains no mechanism to compel buyers of political advertisements to truthfully reveal 

their identities (or to prevent them from dividing a larger volume of purchases into several sub-

                                                 
521 Foreign nationals may not make direct contributions to candidates and parties or make independent 
electioneering expenditures. These restrictions were recently upheld unanimously in Bluman v. FEC (2012).   The 
Foreign Agents Registration Act requires periodic disclosures from agents working for foreign principals on 
political or quasi-political matters.    
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$500 accounts). The records compiled by digital platforms would be more informative if these 

issues were addressed. 

Furthermore, nothing in the Honest Ads Act responds to the possibility that digital 

platforms themselves might not be politically neutral—a concern outlined in the first section of 

this report. For example, platforms might charge lower advertisement rates to certain candidates 

or parties, restrict the audience for certain candidates’ or parties’ advertisements, offer sales and 

consulting services at lower prices (or for free) to certain candidates or parties, or even ban 

certain candidates or parties from the sites.522 Ideally, we believe that social media companies 

should not engage in any practices which violate strict political neutrality.   As mentioned, 

however, there are concerns that the regulation or imposition of political neutrality by the DA 

might impinge upon First Amendment protections.  So at a minimum, we support further and 

strong disclosure requirements that would reveal such non-neutral platform policies. Such 

disclosures should cover situations (i) when the platforms provide specific support or technical 

assistance to political parties, candidates, or interest advocacy groups, outlining what type of 

support has been provided and the outcome of this support; and (ii) when the platforms make 

algorithmic changes that directly impact how users see political content, outlining the outcome of 

these changes.  The platforms should be obliged to aggregate the data compiled under Section 8 

at least by candidate, party, and issue. These data slices would show whether advertisement 

characteristics (such as the rates charged and the views generated) systematically varied along 

these dimensions. Perhaps more onerously, platforms could be required to disclose marketing 

and pricing materials. These documents would expose any platform policies that overtly favored 

or disfavored particular candidates or parties. 

These obligations would be complemented by the data access policies for academic and 

independent research outlined below, which will enable third parties to more effectively police 

platform behavior that may adversely impact the political arena. 

E. Philanthropic Disclosure 

As do many other large corporations, large digital firms invest in extensive philanthropic 

efforts.  Such support obviously serves many worthwhile causes.  Yet there is considerable 

                                                 
522 See Zittrain (2014).  
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evidence that philanthropic efforts are often designed to support political strategies, generating 

the goodwill either of important civil society organizations or of legislators with ties to those 

organizations.523  But more troubling are the conflicts of interest associated with educational 

philanthropy to support research and teaching on technology and the associated policy issues.  

Such support may make it more difficult for technology and policy scholars to criticize the 

platforms and their social impact. 

We offer two concrete proposals.  First, we believe there should be greater and more 

transparent disclosure of the philanthropic efforts of social media companies, especially those 

tangibly related to teaching and research.  The charitable arms of Google and Facebook make 

periodic disclosures of their contributions.  But there should be similar disclosures of the 

contributions of top executives.524  Second, as discussed in our DA proposal, the DA should 

create an office of research that will help facilitate independent research on social media 

companies and platforms.  Such research will avoid the inherent conflicts of industry-supported 

research.  We also encourage universities and academic associations to develop disclosure 

standards that would apply to scholars supported by social media firms.  The disclosure policy of 

the American Economic Association is one plausible model.525 

F. Data Access for Academic and Independent Research  

As discussed above, we believe that independent research on the economic and political 

effects of social media is crucial to ensuring that the platforms enhance citizen well-being.  

Currently, the major impediment to such research is data access.   Such access is limited for a 

variety of reasons: 

● Data security and individual privacy concerns may be raised. 

● Data may be proprietary. 

                                                 
523 See Bertrand et al. (2018). In the case of the Chan Zuckerberg Initiative, philanthropy can explicitly serve 
political ends.  Since the initiative is organized as a limited liability corporation rather than as a 501 c3 nonprofit, it 
may make political contributions.  
524 The controversy with the New America Foundation and its Open Markets initiative centered around 
contributions from Eric Schmidt rather than from Google’s charitable foundation. 
525 See https://www.aeaweb.org/journals/policies/disclosure-policy. 

https://www.aeaweb.org/journals/policies/disclosure-policy
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● Even when data is in the public domain, platforms may limit access to data 

through terms of service agreements.  

● Securing access to data is an uncertain and time-consuming process; when 

possible at all, storing and accessing such large datasets is technologically challenging and 

financially demanding. 

Moreover, there is also a political challenge to securing access to social media data for 

rigorous, transparent research. After the Cambridge Analytica controversy, there have been well-

organized—and well-meaning—organizations and individuals attempting to restrict access to 

social media data for research purposes in the name of protecting individual privacy. One such 

example is the request by the Electronic Privacy Information Center (EPIC) to US Federal Trade 

Commission and the European Data Protection Board to suspend data sharing between Facebook 

and Social Science One, a new organization attempting to facilitate analysis of Facebook data by 

academic researchers to study the effect of social media on democracy and election integrity.526 

The lack of access to data for academic researchers does not, of course, mean that no 

research is being conducted.  Instead, it means that the only people who are able to conduct such 

research are those working inside the platforms.527 Put another way, the knowledge that can be 

gained from access to these data is going to remain inside what are giant multinational 

companies, and most likely the vast majority of this research is going to be focused on increasing 

profits for those same companies, as opposed to a myriad of other socially desirable applications 

that research could address, including assessing many of the political questions listed earlier in 

this report.  

To remedy these problems, we offer two proposals.  First, as discussed above, a major 

initiative of a new DA ought to be to facilitate independent research.  This could include making 

the data it obtains from social media firms available for research (with suitable restrictions for 

individual privacy and proprietary secrets).  Second, we encourage the reconsideration of the 

presumption that data collected by social media platforms ought to be considered proprietary at 

                                                 
526 See https://epic.org/2018/07/epic-asks-ftc-and-edpb-to-sus.html and  https://socialscience.one/.   
527 And perhaps security services that manage to get hold of data through non-transparent means. 

https://epic.org/2018/07/epic-asks-ftc-and-edpb-to-sus.html
https://socialscience.one/
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all.528 There are a number of possible proposals in this regard.  The strongest would recast the 

role of the platforms not as owners of the data provided by users, but rather as stewards of that 

data, entitled to use it to improve their own business models but not necessarily to prevent others 

from using the data for welfare-maximizing purposes.529 Another option would be analogous to a 

“data tax,” whereby X% of data collected by digital platforms would need to be deposited in the 

public domain.  Such a proposal might also mitigate concerns about excessive economic 

concentration by allowing start-up firms to use such data in developing algorithms.530  In 

implementing any of these proposals, systems to ensure individual privacy will need to be put in 

place. The Privacy and Data Protection Committee’s report provides some interesting ways to 

enable data disclosure in a privacy protective way. We would only stress that while differential 

privacy protocols may be required, we hope that the value of such protocols is weighed against 

the possibility that data loses its value for academic work and facilitating innovation. 

Further, it is important to note that understanding the impact of social media usage upon 

political outcomes does not depend solely on access to data in its raw form.  A full understanding 

of these processes and causal impacts of social media requires an understanding of the data 

generation process. While social media platforms all provide some publicly-available 

information about the ways in which their products function, there is often a very wide divide 

between what is contained in this public information and what is necessary for analysts to 

understand the data generation process sufficiently.  Here, we highlight two important categories 

of information: data that was generated as the result of internal experimental research and the 

algorithms that determine what content is displayed to users. 

It is well known that platforms such as Facebook are constantly conducting A/B tests for 

all sorts of product development reasons,531 and there is the possibility that internal researchers 

                                                 
528 The feasibility of this approach would depend significantly upon whether current law actually does give 
platforms the rights of legal ownership over data that they currently hold. If current law does actually make 
platforms the “owners” of data they have collected, then governmental attempts to eliminate their ownership rights 
could raise significant constitutional questions under the Fifth Amendment’s right against the deprivation of 
property for public use without just compensation.  
529 See, e.g., Balkin and Zittrain (2016), Balkin (2016), and Zittrain (2018).  
530 See Graef and Prufer (2018).  
531 See, e.g., Feitelson, Frachtenberg and Beck (2013); https://www.xda-developers.com/facebook-mute-
notification-dots/.   

https://www.xda-developers.com/facebook-mute-notification-dots/
https://www.xda-developers.com/facebook-mute-notification-dots/
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may be conducting experiments for basic scientific research as well.532 As currently construed, 

the latter set of studies are only released into the public domain if they are published, and the 

former set of studies are almost never made public. This represents a lost gain in efficiency for 

the accumulation of scientific knowledge, but it also provides potentially more serious problems 

for independent analysts if they don’t know whether the data was generated as a result of an 

experimental manipulation. In an ideal world, platforms would maintain a public record of all 

experiments conducted internally, and then social media data that is made available for outside 

analysis—through any of the mechanisms suggested above—would contain metadata that 

identifies whether the unit of analysis in question had been subjected to experimental 

manipulation.  In practice, due to the role A/B testing plays in product development, something 

short of this ideal would probably end up being more pragmatic, but we believe it is important 

when pursuing principle 8—ensuring transparency—that the question of labeling data as to 

whether they have been included in an experimental study is addressed. Further, as previously 

noted, we believe that the more of these internal experimental studies that can be released to the 

public, the better. 

Additionally, an increasingly pressing question for assessing the impact of social media 

on the political sphere concerns not only the content of social media posts but the algorithm that 

determines what content is seen by which users. Thus, a thorough and accurate assessment of 

social media’s impact in the political sphere would involve an understanding of how these 

algorithms function. Complicating this task is the fact that these algorithms are constantly being 

tweaked and adapted. In an ideal world for outside assessment, platforms would not only publish 

all of the algorithms that have been used to serve up social media content, but would also include 

metadata in social media posts identifying which algorithm was at use when the content was 

posted. However, as these algorithms are central to the platforms’ business models and 

competitive advantages—and very technically complex—the likelihood or desirability of 

regulation to compel the publication of algorithms would seem to be limited. 

The alternative, however, is to allow what is known as algorithmic auditing, whereby 

outside analysts attempt to assess the function of the algorithm by either analyzing code directly 

                                                 
532 See, e.g., Bond et al. (2012).  
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(code auditing) or by interacting with the system in question (e.g., sending a lot of requests to 

Google and seeing what Google returns).  There are various different forms of these types of 

audits depending on the degree of adherence to the platform’s terms of service and the 

personalization of the interaction with the platform.533  Almost all of these types of audits, 

however, face hurdles in terms of gaining access to the necessary information from the platform 

in question. Such obstacles can arise because of API rate limits (e.g., a researcher wants to give 

Google 100,000 inquiries a day, but is only permitted to make a small fraction of those inquiries 

from one IP address) and also because the necessary data may not be included in the API (e.g., 

YouTube video recommendations).  Auditors often get creative to get around these limits, but 

this can make the enterprise much more time-consuming (i.e., higher barriers to entry for 

prospective studies), subject to being shut down by the platforms for terms of service violations, 

and perhaps subject to legal action. At the same time, audits that are conducted in cooperation 

with the platforms are potentially subject to many of the concerns about conflict of interest that 

we addressed previously.  

Thus, we recommend a policy of cooperation without supervision to facilitate algorithmic 

auditing for regulatory or scholarly research. Under such a policy, platforms would facilitate 

algorithmic auditing by exempting auditors from normal terms of service, but would not in any 

way supervise the auditing process.  So, for example, Google could exempt auditors from rate 

limits in terms of the number of times an API could be accessed in a given day for the period of 

time of the audit. To prevent abuse of the potential access, a non-partisan academic advisory 

board—perhaps in the model of Social Science One—could vet research proposals for external 

audits of the platforms.534 The DA may also consider creating certain legal safe harbors for 

researchers conducting audits. 

Conclusions 

While research on the political impacts of social media and its major platforms is nascent, 

the potential for irreparable harm to democratic institutions is more than necessary to justify 

                                                 
533 For more details on algorithmic auditing, see Sandvig et al. (2014) and Wilson (2018). 
534 See https://socialscience.one/. 

https://socialscience.one/


 
 

326 
 

significant reforms.  While it is possible that the incentives of platforms and users may resolve 

some of the negative political effects of social media, we believe that some coordinated and 

centralized actions may be necessary.  Thus, we join those other working groups who are calling 

for the creation of new regulatory authorities focused on social media.  But given the power and 

clout of social media companies, these authorities must be well designed to balance insulation 

from industry capture with democratic accountability.   In our report, we outline several 

principles of regulatory design which may serve these purposes.   

A new regulatory regime also should do much more to promote disclosure and 

transparency to a greater extent while balancing legitimate privacy and First Amendment 

concerns.  At the barest minimum, political advertising on social media must be subject to the 

same disclosure and reporting required of television and radio advertising.  Such disclosures 

serve both to allow citizens to understand who funds parties and candidates as well as to provide 

a safeguard against foreign interference in elections.  But much more fundamental transparency 

of data and algorithms will also be necessary to allow for government regulators and independent 

researchers to better evaluate the effects of social media platforms on elections, polarization, and 

group conflict.  Without such efforts, social media companies will remain unaccountable for the 

political and social harms they may inflict. 

Our group concurs with the emerging consensus that excessive concentration and 

monopolization by the platforms is a root cause of many of the negative consequences of social 

media.  While many previous technological innovations also impacted political systems, most 

did so in ways that deconcentrated power.  Those with the potential to concentrate power, such 

as broadcast television, came quickly under government regulation and oversight.  But social 

media platforms have the capacity to concentrate control over valuable political resources in 

ways previously unimaginable.  Antitrust or other complementary market concentration control 

policies must develop the tools to consider the harms of political concentration as well as those 

of economic concentration. 

The remaining question is how reformers might go about building a political coalition 

that can tackle the challenges of crafting meaningful reform.  Under normal circumstances, the 

political clout of the industry would make this a formidable obstacle.  Yet as we discussed above, 
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our current circumstances present an opening.  Democrats and progressives are concerned about 

the use of the platforms to manipulate public opinion.  Conservatives are concerned about 

algorithmic biases and what they perceive as unfair moderation policies. Citizens, who are 

concerned about privacy, hate speech, and harassment, might be persuaded to support stronger 

measures.   Private interest such as newspapers who have lost advertising revenue and retailers 

who either compete with or are forced to operate on Amazon’s platform may be mobilized.  At 

the same time, concern with monopoly and economic concentration has grown on the left and the 

right.   While these various interests and constituencies may not agree on exactly what they 

would want a regulation and antitrust enforcement to achieve, their overlapping concerns may 

well provide the building blocks for efforts to create arenas in which the issues can be addressed.    
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