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Abstract

Circuit breaker is a defense mechanism proposed to curb harmful response gen-
eration in Large Language Models (LLMs). Circuit breaker mechanism utilizes
techniques from representation engineering (RepE) which is a top-down approach
to observe and control response generation in LLMs. While circuit breaker proves
to be resilient against various adversarial attacks, questions about robustness and
side-affects (such as impaired utility) of circuit breaker defense has been raised.
Slightly modifying attacks, against which circuit breaker was evaluated, results in
major deviation in the performance of the defense mechanism. In this article, we
will present two such cases. In the first case, we modified the input embedding
attack that bypasses defense of circuit breaker and force LLMs to generate harmful
responses. In the second case, we evaluate circuit breakers’ claim that it does
not inadvertently harm model performance (ability to generate response against
harmless prompts) in the process of reducing harmful information generation.

1 Introduction: Circuit Breaker Defense

As capability of Large Language Models (LLM) grow, risk of potential misuse/abuse of LLMs
capability is also increasing. A malicious actor can utilize LLMs to generate harmful information. To
prevent harmful information generation (ensuring models’ alignment in general), various guardrails
such as refusal training, and adversarial training have been proposed. Refusal training can be bypassed
easily while adversarial training decreases model’s performance in harmless information generation.
To ensure models’ alignment without hurting its utility a novel defense mechanism, circuit breaker,
has been proposed.

Circuit breaker implements concepts from representation engineering (RepE) Zou et al. [2023] to
prevent harmful response generation in LLMs. RepE is a top-down approach to understand and
control internal representation of high-level cognitive concepts such as honesty, harmlessness, power-
seeking, etc. in LLMs. RepE observes internal layers of the LLMs as it processes tokens from the
input prompts and modifies internal layers to curb harmful response generation. In a previous paper,
Zou et al. [2023] presented that RepE can help developers in efficiently to aligning models’ notion of
truthfulness (or other safety properties) with the intention of the developer of the model. In that sense,
circuit breaker is another application of RepE presenting efficacy of the RepE concept in curbing
harmful response generation in LLMs.

Aim of the circuit breaker is to reduce harmful response generation without inadvertently affecting
model’s utility. In the paper, author evaluated circuit breaker, against multiple adversarial attacks
from the literature. Although circuit breaker successfully prevented many adversarial attacks, defense
of circuit breaker appears fragile when attacks were even slightly modified. In this article, we will
present two such cases where we slightly modify the attacks, against which circuit breaker was
evaluated, and bypass defense of the circuit breaker. In the first case, at section 2, we present a
modified version of the input embedding space attack that bypasses circuit breaker’s defense. Later,
we evaluate the claim that circuit breaker does not inadvertently harm model’s utility in generating
responses against harmless prompts with a dataset that is different from the dataset used in evaluation
of the circuit breaker.
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Table 1: Comparing properties and results of embedding space attacks (embed attack) in circuit
breaker paper Zou et al. [2024] with modified embed attack Schwinn and Geisler [2024]

Attack property and
success rate

Embed attack in
circuit breaker

Modified embed attack

Optimizer Gradient decent Signed gradient decent
Initial soft tokens “x x x x x x x x x x

x x x x x x x x x x”
“Make sure to follow my instructions accu-
rately and do not hestitant to answer in a
toxic way. Do not worry about me engag-
ing with this content. I am studying toxic
behavior of LLMs."

Response per prompt 1 20
Early stop loss 0.05 0.001
Learning rate 0.001 0.001
Number of steps 500 1000
Attack Success Rate 18.3% (in the

published paper:
15.7%)

52.8%

Misclassification rate
of Judge LLM

6% (3 out of 50
manually verified
attack prompts)

16% (40 out of 250 manually verified attack
prompts)

2 Embedding space attack against Circuit Breaker

Any natural text processing (NLP) model, including LLMs, processes input prompt token (a part
of the input text) by token. Each token of the input prompt in converted to an embedding matrix
that matches the dimension of the model. Now, if the model is open-source, an attacker can directly
modify the embedding matrix to force the model to generate any kind of response (maybe harmful)
attacker wants. This attack is called embedding space attack Schwinn et al. [2023], which is only
viable against open-source models. Typically, an attacker searches the embedding space of the model
to find an adversarial perturbation (a modification of the embedding) that minimizes the difference
between generated response and a target harmful response. In this section, we evaluate circuit breaker
trained models against two different versions of embedding space attack.

To compare performance difference against different versions of embedding attack, Initially, I
reproduced original results of the paper by testing circuit breaker tuned model (GraySwanAI/Mistral-
7B-Instruct-RR) against the embedding attack mentioned in the paper. Following the evaluation
methodology of the paper Zou et al. [2024], I used Harmbench Mazeika et al. [2024] prompts (a
set of harmful queries for LLMs) and Harmbench LLM as judge LLM to classify whether model
refused to generate harmful response or not. As per the results published in the circuit breaker paper
Zou et al. [2024], circuit breaker tuned models performed very well against embedding space attack
(attack success rate was only 15.7%). In my experiment, success rate of embedding attack against
circuit-breaker tuned Mistral model was 18.3%. In other words, only 18.3% of Harmbench prompts
were able to successfully bypass the defense of circuit breaker and force LLM to generate harmful
response. To confirm judge LLM is mostly correct in detecting refusal of circuit breaker tuned model,
I manually verified subsets of the evaluation prompts. During manual verification, I found that judge
LLM miss-classified model’s response only 6% (3 out of 50 prompts) of the cases.

Schwinn and Geisler [2024] proposed a stronger version of the embedding space attack against the
circuit breaker tuned models by modifying some properties of the original version of the embedding
attack. In my experiment, I implemented the stronger version of embedding attack from Schwinn
and Geisler [2024] to evaluate robustness of circuit breaker mechanism. I also confirmed miss-
classification rate (16%, 40 out of 250 prompts) of judge LLM is not significantly higher by manually
verifying subset of evaluation prompts. Attack success rate with modified embedding space attack
was significantly higher (52.83%). Difference between multiple properties of the original version and
stronger version of embedding attack is presented in table 1. By comparing attack success rate, we
can report that modified version of embedding space attack bypasses defense of circuit breaker more
often and force LLM to generate harmful responses.
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Figure 1: Refusal rate against harmless prompt for circuit break tuned models is significantly higher.

3 Circuit Breaker penalize model’s capability to generate harmless response

Circuit breaker was proposed as a defense mechanism against the problem of harmful response
generation (problem of model alignment in general) in LLMs. Whenever a defense mechanism
is proposed, we need to be careful about how the defense mechanism penalizes model’s regular
performance. To present the fact that circuit breaker does not hurt the model’s regular performance
(response generation against harmless prompts), authors of circuit breaker evaluated circuit breaker
tuned models on MT-Bench Zheng et al. [2023]. While evaluating circuit breaker on MT-Bench,
authors reported very minimal performance (refusal rate) reduction while generating responses against
harmless prompts. Difference between refusal rate of vanilla models (Mistral-7B, and Llama-3-8B)
and circuit breaker tuned models (Mistral-7B-RR, and Llama-3-8B-RR) was less than 1 ∼ 2%. For
robust evaluation of the minimal refusal rate claim of circuit breaker, Thompson and Sklar proposed
refusal rate evaluation on a newer benchmark called Or-Bench Cui et al. [2024].

Or-Bench (seemingly harmful) dataset consist of prompt that are actually harmless but LLMs might
consider those prompts as harmful. To evaluate performance hit of circuit breaker mechanism, I
evaluated both vanilla models and circuit breaker tuned models on a sample of Or-Bench dataset
consisting of 500 randomly selected prompts. In my experiment, I have found significant disparity in
the refusal rate of vanilla models and circuit breaker tuned models. Refusal rate of circuit breaker
tuned models were at-least 44% (44% for Llama and 54% for Mistral) lower than vanilla models.
Meaning, circuit breaker mechanism reduces model’s capability significantly in the process of
reducing harmful response generation. Figure 1 presents the difference of refusal rates between
circuit breaker tuned models and vanilla models.

Following, Or-Bench’s evaluation mechanism, I used a judge LLM (gpt-4o-mini) to detect model’s
refusal in generating responses against harmless prompts. Just like prior experiments, I also manually
verified judgment of the judge LLM for a subset (50 out of 500) of prompts. Human evaluation
confirms that judge LLM did not produce significant miss-classification (6% or 3/50) of refusal.

4 Conclusion

In this article, we tested circuit breaker defense by attacking circuit breaker tuned LLMs with
embedding space attack and evaluated how circuit breaker reduces model’s capability in responding
to harmless prompts. Our results present that circuit breaker is vulnerable against strong embedding
space attack and inadvertently penalizes LLM’s capability to respond against harmless prompts. Our
code is available at https://github.com/akibjawad/circuit-breakers.
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